Abstract. In this work we extend the qualitative reconstruction method for inverse source problems for time-harmonic acoustic and electromagnetic waves in free space, recently developed in [R. Griesmaier, M. Hanke and T. Raasch, Inverse source problems for the Helmholtz equation and the windowed Fourier transform, SIAM J. Sci. Comput., 34 (2012), A1544–A1562], to a relevant three-dimensional setting. The reconstruction algorithm relies on the fact that a windowed Fourier transform of the far field pattern of the wave radiated by a compactly supported source approximates an exponential ray transform with purely imaginary exponent of a mollified version of the source. A filtered backprojection scheme for the standard ray transform applied to the absolute values of the windowed Fourier transform of the far field pattern is used to recover information on the support of the source. We provide the theoretical foundation of the method, discuss a numerical implementation of the fully three dimensional algorithm, and present a series of numerical examples, including an inverse scattering problem, to support our theoretical results.

Key words. Inverse source problem, Helmholtz equation, exponential ray transform, filtered backprojection, inverse Radon approximation

AMS subject classifications. 35R30, 65N21, 44A12

1. Introduction. Inverse source problems for time-harmonic acoustic or electromagnetic waves consist in recovering information on unknown sources from observations of radiated waves away from the sources. These problems are well known to be severely ill-posed, but they also have important applications, such as, e.g., inverse scattering, where the aim is to deduce properties of an obstacle or of an inhomogeneous medium from near field or far field measurements of scattered waves. Inverse scattering can be considered as an inverse source problem, in particular if only one single incident wave is used and no a priori knowledge on physical properties of the scatterers is available.

Without further assumptions inverse source problems do not have a unique solution. Therefore, Kusiak and Sylvester [16, 17] established a generalized notion of solution, the convex scattering support, which is the smallest convex set supporting a source that radiates a wave that is compatible with the given data. In [21] Sylvester extended this concept to unions of well separated convex sets. There exists a variety of numerical methods for the inverse source problem related to this concept (see, e.g., [2, 5, 7, 8, 12, 14, 15, 20]).

In [10] we proposed a new reconstruction scheme for the inverse source problem for the Helmholtz equation in two space dimensions. This method consists of two steps: In the first step the given far field data are preprocessed with a windowed Fourier transform to generate what we call meta data; in the second step a standard filtered backprojection for the Radon transform is applied to these meta data to produce images of the unknown source. Although these images are blurry, in particular at low wave numbers close to the resonance region, they provide useful information about...
the number and the positions of individual source components, as long as these are sufficiently far apart from each other in terms of wavelengths. As discussed in Sec. 5 of [10], the reconstructed source locations approximate (in general non-convex and not necessarily connected) subsets of the convex scattering support of the given far field data. The insight gained from these images can, for instance, be utilized to split the far field into the individual far field patterns radiated by each of the well separated source components, and to compute the associated convex scattering supports for better reconstructions, cf. [11].

Here we generalize the reconstruction method from [10] to the more relevant three-dimensional case. Although basic properties of the far field radiated by a given source remain the same—the far field pattern coincides with the restriction of the Fourier transform of the source to a sphere of radius $\kappa$, where $\kappa$ denotes the wave number—this extension is non-trivial. Firstly, the generalization of the windowed Fourier transform to the sphere is not straightforward; secondly, the exponential Radon transform has to be replaced by an exponential ray transform; and last but not least the numerical implementation is considerably more involved. At this occasion we like to mention that windowed Fourier transform techniques have previously been applied by Bellizzi and Capozzoli [3] to three-dimensional near field data, but no connection to the exponential ray transform (or a similar integral transform) has been exploited in this work.

The outline of our paper is as follows. In Section 2 we introduce the mathematical setting and recall some facts on the far field pattern radiated by a time-harmonic acoustic source. Then, in Sections 3–5 we discuss the windowed Fourier transform of the far field and establish a relation to the exponential ray transform of the associated source. In Section 6 we motivate how this analysis can be applied for imaging purposes, and we comment on its numerical implementation in Section 7. Section 8 contains a series of numerical examples to illustrate potentials and limitations of this scheme. We also consider possible extensions to limited aperture data and inverse scattering problems, and close with some concluding remarks.

2. Problem setting. To begin with, we specify notations that are used throughout this article. Boldface Latin letters $x$, $y$, $z$ always refer to space variables in $\mathbb{R}^3$, while the boldface Greek letters $\xi$ and $\eta$ are reserved for the corresponding dual variables in the Fourier domain. Throughout $|\cdot|$ denotes the Euclidean norm on $\mathbb{R}^n$ or $\mathbb{C}^n$, $n = 1, 2, 3$, and the symbol $\cdot$ is used for the corresponding (bilinear) scalar product in $\mathbb{R}^n$.

The variable on the unit sphere $S^2 \subset \mathbb{R}^3$ will typically be denoted by $\theta$, unless it is connected to a space vector that has been rescaled to have unit norm, in which case the variable inherits the name of the space variable augmented by a hat symbol to emphasize its role in $S^2$, e.g., $\hat{x} = x/|x|$.

Finally, the boldface Latin letter $p$ is used to denote the variable on the tangent space $T_0 S^2 \subset \mathbb{R}^3$ at some $\theta \in S^2$; for brevity we denote this space by $\theta^\perp$. We write $p = x_\theta$ for the projection of $x \in \mathbb{R}^3$ onto $\theta^\perp$. The corresponding dual variable of $p$ in the Fourier domain is $\omega$. At some occasions, though, we need to reinterpret $\omega$ as space variable; we will do so with extra care, and highlight such changes appropriately.

The (sesquilinear) inner product in $L^2(\mathbb{R}^3)$ is denoted by $(\cdot, \cdot)_{\mathbb{R}^3}$, and the same symbol is used for its extension to distributions acting on $C_0^\infty(\mathbb{R}^3)$, resp. $C_0(\mathbb{R}^3)$, i.e., the space of $C^\infty$, resp. continuous, functions with compact support. For simplicity we will restrict our attention to (complex valued) compactly supported distributions $f \in \mathcal{E}'(\mathbb{R}^3)$ of order zero with supp$(f) \subset B_R(0)$, a ball of radius $R > 0$ around the...
origin, in which case \( f \) can be extended to a continuous functional on \( C_0(\mathbb{R}^3) \) such that
\[
|f(\phi)| \leq C \sup_{B_R(0)} |\phi| \quad \text{for all } \phi \in C_0(\mathbb{R}^3),
\]
with a constant \( C > 0 \) independent of \( \phi \). The smallest admissible value for \( C \) is given by \( \|f\|_{C'_0(\mathbb{R}^3)} \), i.e., the norm of the extension of \( f \) in the dual space of \( C_0(\mathbb{R}^3) \).

Given such a compactly supported distribution \( f \), the \textit{radiating solution} of the source problem
\[
-\Delta u - \kappa^2 u = f \quad \text{in } \mathbb{R}^3,
\]
i.e., the uniquely determined solution that satisfies the \textit{Sommerfeld radiation condition}
\[
\lim_{r \to \infty} r \left( \frac{\partial u}{\partial r} - i \kappa u \right) = 0, \quad r = |x|,
\]
can be written as a volume potential
\[
u = \Phi_\kappa * f \quad \text{in } \mathbb{R}^3,
\] (2.1)
where \( \Phi_\kappa \) is the \textit{fundamental solution} given by
\[
\Phi_\kappa(x) = \frac{e^{i \kappa |x|}}{4\pi |x|}, \quad x \in \mathbb{R}^3, \ x \neq 0.
\]
For any \( z \in \mathbb{R}^3 \) there holds
\[
\Phi_\kappa(x - z) = \frac{e^{i \kappa |x|}}{4\pi |x|} e^{-i \kappa \hat{x} \cdot z} + \mathcal{O}(|x|^{-2}) \quad \text{for } |x| \to \infty, \quad (2.2)
\]
uniformly in all directions \( \hat{x} := x/|x| \in S^2 \) (cf., e.g., Colton and Kress [4, p. 21]). Substituting (2.2) into (2.1) yields
\[
u(x) = \frac{e^{i \kappa |x|}}{4\pi |x|} u^\infty(\hat{x}) + \mathcal{O}(|x|^{-2}) \quad \text{for } |x| \to \infty,
\]
where the \textit{far field pattern} \( u^\infty \) is given by
\[
u^\infty(\hat{x}) = \hat{f}(\kappa \hat{x}), \quad \hat{x} \in S^2,
\] (2.3)
i.e., by the three-dimensional Fourier transform
\[
\hat{f}(\xi) = \int_{\mathbb{R}^3} e^{-i \xi \cdot x} f(x) \, dx, \quad \xi \in \mathbb{R}^3,
\]
of \( f \) evaluated on the sphere of radius \( \kappa \) around the origin. In this case we say that \( u^\infty \) is radiated by the source \( f \).

The inverse problem considered in this work is to recover properties of the support of the unknown source \( f \) from knowledge of the far field pattern \( u^\infty \). To this end it will occasionally be useful to consider the spherical harmonics expansion
\[
u^\infty(\theta) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} a_n^m Y_n^m(\theta), \quad \theta \in S^2,
\] (2.4)
of the far field pattern, where

\[ a_n^m = \int_{S^2} u^\infty(\theta)Y_n^m(\theta) \, ds(\theta) = \int_{\mathbb{R}^3} f(x) \int_{S^2} e^{i\kappa \cdot x} Y_n^m(\theta) \, ds(\theta) \, dx. \]

Applying the Funk-Hecke formula (see, e.g., [4, pp. 31–32]) the integral over \( S^2 \) can be evaluated explicitly to obtain

\[ a_n^m = \frac{4\pi}{i^n} \int_{\mathbb{R}^3} f(x) j_n(\kappa |x|) Y_n^m(\hat{x}) \, dx, \tag{2.5} \]

where \( j_n \) denote the spherical Bessel functions of order \( n \), which are related to the standard Bessel functions by

\[ j_n(\kappa |x|) = \frac{\sqrt{\pi}}{\sqrt{2\kappa |x|}} J_{n+1/2}(\kappa |x|) \cdot \quad n \in \mathbb{N}, \]

(see Abramowitz and Stegun [1, 10.1.1]). Since

\[ j_n(\kappa |x|) \sim \frac{1}{2\sqrt{n\kappa |x|}} \left( \frac{e^{\kappa |x|}}{2n+1} \right)^{n+1/2} \quad \text{for } n \to \infty \tag{2.6} \]

(cf. [1, 9.3.1]), and as we have assumed that \( \text{supp} f \subset B_R(0) \), the spherical harmonics coefficients \( a_n^m \) decay superlinearly as a function of \( n \) for \( n \gtrsim \kappa R \), and hence, are essentially supported in the range \( n \lesssim \kappa R \).

**3. Local analysis of the far field pattern.** For a local analysis of the given far field pattern \( u^\infty \in C^\infty(S^2) \) we take a (one-dimensional) Gaussian kernel

\[ \chi_\varepsilon(t) = \frac{1}{\sqrt{2\pi\varepsilon^2}} e^{-t^2/\varepsilon^2}, \quad t \in \mathbb{R}, \tag{3.1} \]

with standard deviation \( \varepsilon \), and define a windowed Fourier transform of the far field pattern \( u^\infty \) on the sphere by

\[ (S_\varepsilon u^\infty)(\theta, \omega) := \int_{\mathbb{R}^3} e^{-i\omega \cdot x} \chi_\varepsilon(|x|) u^\infty\left( \frac{\theta + p}{|\theta + p|} \right) \, ds(p) \tag{3.2} \]

for any \( \theta \in S^2 \) and \( \omega \in \theta^\perp \), where \( ds \) denotes the surface measure on \( \theta^\perp \). Other window functions are possible, but the derivation for the Gaussian is particularly simple, and this is the window that we have implemented anyway.

**Remark 3.1.** The windowed Fourier transform employed in (3.2) is conceptually different from the one we have used in [10] for the two-dimensional case, i.e., on \( S^1 \). There we applied the standard one-dimensional windowed Fourier transform directly to the angular variable of the unit circle. Given far field data on an equiangular grid this transform can be implemented with a one-dimensional FFT in a straightforward way.

In (3.2), on the other hand, we first project the far field data \( u^\infty \) to the tangent plane, and then compute the windowed Fourier transform in this plane. Using an equidistant grid on the tangent plane the latter can be implemented by means of a two-dimensional FFT, however, the projection from the sphere requires additional efforts, see Sect. 7. For the related discussion of an alternative windowed Fourier transform on the sphere we refer, e.g., to Torresani [22].
In order to analyze the windowed Fourier transform (3.2) we recall from (2.3) that
\[
 u^\infty \left( \frac{\theta + p}{|\theta + p|} \right) = \int_{\mathbb{R}^3} e^{-i\kappa \frac{\theta + p}{|\theta + p|} \cdot x} f(x) \, dx 
\]
\[
= \int_{B_R(0)} e^{-i\kappa (\theta + p) \cdot x} r(x; \theta, p) f(x) \, dx, 
\]
where
\[
r(x; \theta, p) = \exp \left( -i\kappa \left( \frac{1}{|\theta + p|} - 1 \right) (\theta + p) \cdot x \right) 
\]
satisfies
\[
|r(x; \theta, p) - 1| \leq |\kappa \left( \frac{1}{|\theta + p|} - 1 \right) (\theta + p) \cdot x| \leq \kappa |x| (|\theta + p| - 1) \leq \frac{1}{2} \kappa |x| |p|^2. 
\]

In the derivation of (3.4) we have used that \( |e^{i\alpha} - 1| \leq |\alpha| \) for \( \alpha \in \mathbb{R} \).

Inserting (3.3) into (3.2) we obtain
\[
(S_c u^\infty)(\theta, \omega) = \int_{\theta^\perp} e^{-i\omega \cdot p} \chi_\varepsilon(|p|) \int_{B_R(0)} e^{-i\kappa (\theta + p) \cdot x} r(x) f(x) \, dx \, ds(p) 
\]
\[
= \delta + \int_{\theta^\perp} e^{-i\omega \cdot p} \chi_\varepsilon(|p|) \int_{B_R(0)} e^{-i\kappa (\theta + p) \cdot x} f(x) \, dx \, ds(p) 
\]
\[
= \delta + \int_{B_R(0)} e^{-i\kappa \theta \cdot x} f(x) \int_{\theta^\perp} e^{-i(\omega + \kappa x') \cdot p} \chi_\varepsilon(|p|) \, ds(p) \, dx 
\]
\[
= \delta + \sqrt{2\pi \varepsilon^2} \int_{\mathbb{R}^3} e^{-i\kappa \theta \cdot x} f(x) \tilde{\chi}_\varepsilon(\omega + \kappa x') \, dx, 
\]
where \( \tilde{\chi}_\varepsilon \) is the one-dimensional Fourier transform of \( \chi_\varepsilon \). The remainder term
\[
\delta = \int_{B_R(0)} \left( \int_{\theta^\perp} e^{-i\omega \cdot p} \chi_\varepsilon(|p|) e^{-i\kappa (\theta + p) \cdot x} (r(x, p) - 1) \, ds(p) \right) f(x) \, dx 
\]
can be estimated with the help of (3.4) as
\[
|\delta| \leq \frac{1}{2} |f|_{C^1_c(\mathbb{R}^3)} \left( \kappa R \int_{\theta^\perp} \chi_\varepsilon(|p|) |p|^2 \, ds(p) \right) = \pi \kappa R |f|_{C^1_c(\mathbb{R}^3)} \int_0^\infty \chi_\varepsilon(t) t^3 \, dt \quad (3.5) 
\]
(cf. Gradshteyn and Ryzhik [9, 3.326]), which finally yields the representation
\[
(S_c u^\infty)(\theta, \omega) = \sqrt{2\pi \varepsilon^2} \int_{\mathbb{R}^3} e^{-i\kappa \theta \cdot x} f(x) \tilde{\chi}_\varepsilon(\omega + \kappa x') \, dx + O(\kappa R |f|_{C^1_c(\mathbb{R}^3)} \varepsilon^3). \quad (3.6) 
\]

4. The exponential ray transform. To rewrite the right hand side of (3.6) in a more accessible form, we first define the \textit{exponential ray transform} \( P_{\kappa g} : C_0^\infty(\mathbb{R}^3) \to C_0^\infty(T^2) \),
\[
(P_{\kappa g})(\theta, p) := \int_{\mathbb{R}} e^{i\kappa t g(p + t\theta)} dt, 
\]
where \( T^2 = \{ (\theta, p) \mid \theta \in S^2, p \in \theta^\perp \} \) denotes the tangent bundle on \( S^2 \). This is a special case of the attenuated ray transform with complex-valued attenuation (see, e.g., Natterer and Wübbeling [19, p. 27]), which for \( \kappa = 0 \) reduces to the standard ray transform (cf. [19, p. 17]). The backprojection operator \( P_{\kappa}^*: \mathcal{C}_c^\infty(T^2) \to \mathcal{C}_c^\infty(\mathbb{R}^3) \) of the exponential ray transform given by

\[
(P_{\kappa}^* h)(x) = \int_{S^2} e^{-i\kappa x \cdot \theta} h(\theta, x_{\theta}) \, ds(\theta)
\]  

satisfies

\[
\langle P_{\kappa} g, h \rangle_{T^2} = \langle g, P_{\kappa}^* h \rangle_{\mathbb{R}^3} \quad \text{for all } g \in \mathcal{C}_c^\infty(\mathbb{R}^3) \text{ and } h \in \mathcal{C}_c^\infty(T^2) .
\]

Thereafter, the exponential ray transform can be extended to \( P_{\kappa}: \mathcal{E}'(\mathbb{R}^3) \to \mathcal{E}'(T^2) \) by duality (cf. Helgason [13, p. 32]).

**Lemma 4.1.** (a) For any rapidly decreasing function \( f \in \mathcal{S}(\mathbb{R}^3) \) we have

\[
\widehat{(P_{\kappa} f)}(\theta, \omega) = \hat{f}(\omega - \kappa \theta) \quad \text{for all } \theta \in S^2 \text{ and } \omega \in \theta^\perp,
\]

where the Fourier transform of \( P_{\kappa} f \) acts on the second variable \( \omega \in \theta^\perp \).

(b) For \( f \in \mathcal{E}'(\mathbb{R}^3) \) and \( g \in \mathcal{S}(\mathbb{R}^3) \) we have

\[
P_{\kappa}(f * g) = (P_{\kappa} f) * (P_{\kappa} g).
\]

Here the convolution on the right-hand side is with respect to the second variable of the tangent bundle \( T^2 \).

(c) For the rescaled three-dimensional Gaussian

\[
g_{\varepsilon}(x) := \varepsilon^2 e^{1/(2\varepsilon^2)} e^{-\frac{1}{2}\varepsilon^2 |x|^2} \varepsilon^2, \quad x \in \mathbb{R}^3,
\]

there holds

\[
\psi_{\varepsilon}(p) := (P_{\kappa} g_{\varepsilon})(\theta, p) = \sqrt{2\pi\varepsilon^2} e^{-\frac{1}{4}p^2 \varepsilon^2} \varepsilon^2, \quad \theta \in S^2, \quad p \in \theta^\perp,
\]

which is the restriction to \( \theta^\perp \) of a (rescaled) Gaussian with the same covariance matrix.

**Proof.** (a) Given \( f \in \mathcal{S}(\mathbb{R}^3), \theta \in S^2, \text{ and } \omega \in \theta^\perp \) we find that

\[
\widehat{(P_{\kappa} f)}(\theta, \omega) = \int_{\theta^\perp} e^{-i\omega \cdot p} (P_{\kappa} f)(\theta, p) \, ds(p) = \int_{\theta^\perp} e^{-i\omega \cdot p} \int_{\mathbb{R}} e^{i\kappa t} f(p + t\theta) \, dt \, ds(p)
\]

\[
= \int_{\mathbb{R}^3} e^{-i(\omega - \kappa \theta \cdot x)} f(x) \, dx = \hat{f}(\omega - \kappa \theta).
\]

(b) Given \( f \in \mathcal{E}'(\mathbb{R}^3) \) and \( g \in \mathcal{S}(\mathbb{R}^3) \), we first approximate \( f \) by a sequence \((f_n)_{n \in \mathbb{N}} \subset \mathcal{C}_c^\infty(\mathbb{R}^3)\). Then, by part (a),

\[
(P_{\kappa}(f_n * g))^\wedge(\theta, \omega) = (\widehat{f_n * g})(\omega - \kappa \theta) = \widehat{f_n}(\omega - \kappa \theta) \hat{g}(\omega - \kappa \theta)
\]

\[
= (P_{\kappa} f_n)(\theta, \omega) (P_{\kappa} g)(\theta, \omega) = ((P_{\kappa} f_n) * (P_{\kappa} g))^\wedge(\theta, \omega),
\]
which proves (4.3) for smooth functions. Thus, recalling (4.2) we find for all \( h \in C^\infty(T^2) \) that

\[
\langle f_n * g, P_{\text{in}}^* h \rangle_{L^2} = \langle P_{\text{in}}(f_n * g), h \rangle_{T^2} = \langle (P_{\text{in}} f_n) * (P_{\text{in}} g), h \rangle_{T^2} = \int_{S^2} \int_{\Theta^+} P_{\text{in}} f_n(\theta, \eta - \omega) P_{\text{in}} g(\theta, \omega) \, \text{d}s(\omega) \, \text{d}s(\eta) \, \text{d}s(\theta)
\]

Passing to the limit \( n \to \infty \) this yields

\[
\langle P_{\text{in}}(f * g), h \rangle_{T^2} = \langle f * g, P_{\text{in}}^* h \rangle_{L^2} = \langle f, P_{\text{in}}^* ((P_{\text{in}} g)(\theta, \cdot), h(\theta, \cdot + \eta))_{\Theta^+} \rangle_{L^2}
\]

which shows that (4.3) holds true for all \( f \in \mathcal{E}'(\mathbb{R}^3) \) and \( g \in \mathcal{S}(\mathbb{R}^3) \).

(c) For \( \theta \in S^2 \) and \( p \in \Theta^+ \) we finally compute

\[
(P_{\text{in}} g_{\varepsilon \kappa})(\theta, p) = \int_{\mathbb{R}} e^{i \kappa t} g_{\varepsilon \kappa}(p + t \theta) \, dt = e^{\varepsilon^2 \kappa e^{1/(2 \varepsilon^2)}} \int_{\mathbb{R}} e^{i \kappa t} e^{\varepsilon^2 \kappa e^{-\varepsilon^2 |p|^2}} e^{\varepsilon^2 \kappa e^{-\varepsilon^2 |p|^2}} \, dt = e^{\varepsilon^2 \kappa e^{1/(2 \varepsilon^2)}} e^{-\frac{1}{4} |p|^2} e^{\varepsilon^2 \kappa e^{1/(2 \varepsilon^2)}} \int_{\mathbb{R}} e^{-\frac{1}{4} |p|^2} e^{\varepsilon^2 \kappa e^{1/(2 \varepsilon^2)}} \, dt = \sqrt{2 \pi} e^{-\frac{1}{4} |p|^2} e^{\varepsilon^2 \kappa e^{1/(2 \varepsilon^2)}} = \psi_{\varepsilon \kappa}(p).
\]

5. The connection to the windowed Fourier transform of the far field.

We now formulate our main theoretical result, which connects the windowed Fourier transform of the far field with the exponential ray transform of the source.

**Theorem 5.1.** For the window \( \chi_\varepsilon \) of (3.1) the windowed Fourier transform of the far field pattern \( u^\infty \) fulfills

\[
(S_\varepsilon u^\infty)(\theta, \omega) = (P_{\text{in}}(g_{\varepsilon \kappa} * f))(\theta, -\frac{\omega}{\kappa}) + O(\kappa R |f|_{C^0_0(\mathbb{R}^3)} e^3)
\]

for \( \theta \in S^2 \) and \( \omega \in \Theta^+ \), where the Gaussian convolution kernel \( g_{\varepsilon \kappa} \) is given by (4.4), and the unspecified constant of the remainder estimate can be bounded by \( \sqrt{2 \pi} \).

**Proof.** Let \( \theta \in S^2 \), \( \omega \in \Theta^+ \), and \( (f_n)_{n \in \mathbb{N}} \subset C^\infty_0(\mathbb{R}^3) \) be a sequence of smooth functions with compact support approximating \( f \). Then, when substituting \( x = p - t \theta \)
with \( t \in \mathbb{R} \) and \( p \in \mathbf{1}^{\perp} \), we obtain for any \( n \in \mathbb{N} \) that
\[
\int_{\mathbb{R}^3} e^{-i\kappa \cdot x} f_n(x) \mathcal{X}_c(|\omega + \kappa x|) \, dx = \int_{\mathbf{1}^{\perp}} \mathcal{X}_c(|\omega + \kappa p|) \int_{\mathbb{R}} e^{i \cdot t} f_n(p - t \omega) \, dt \, ds(p)
\]
\[
= \int_{\mathbf{1}^{\perp}} \mathcal{X}_c(|\omega + p|) (P_{\mathcal{R}} f_n)(-\omega, p) \, ds(p).
\]
Note that
\[
\mathcal{X}_c(|z|) = \frac{1}{\sqrt{2\pi \varepsilon^2}} \psi_c(-z) \quad \text{for every} \quad z \in \mathbb{R}^3,
\]
where \( \psi_c \) has been defined in (4.5), so that the final integral times \( \sqrt{2\pi \varepsilon^2} \) is a convolution of \( \psi_c \) and the exponential ray transform of \( f_n \) (with respect to the second variable \( p \in \mathbf{1}^{\perp} \)). Therefore, letting \( n \to \infty \) and \( f_n \) approximate \( f \), it follows from (3.6) that
\[
(S_{\varepsilon} u^\infty)(\theta, \omega) = (\psi_c * (P_{\mathcal{R}} f))(-\theta, -\omega) + \mathcal{O}(\varepsilon^2) \quad \text{for} \quad \varepsilon \to 0^+\,.
\]
where the remainder term \( \delta \) is estimated explicitly in (3.5). By Lemma 4.1 (c) the Gaussian \( \psi_c \) is the exponential ray transform of another Gaussian, namely \( g_{\varepsilon c} \), and hence, the assertion (5.1) follows from the convolution property (4.3) of the exponential ray transform.

This result shows that with the Gaussian window function \( \chi_{\varepsilon} \) of (3.1) the windowed Fourier transform \( S_{\varepsilon} u^\infty \) of the far field pattern radiated by the source \( f \) can be considered a rescaled and rotated approximation of the exponential ray transform of the Gaussian mollification \( g_{\varepsilon c} * f \) of \( f \). Note that in (5.1) we reinterpret the dual variable \( \omega \) as a space variable in the ray transform, and vice versa.

**Remark 6.2.** It is important to note that a smaller standard deviation \( \varepsilon \) of \( \chi_{\varepsilon} \) not only leads to a smaller remainder term in (5.1), but also to a smaller essential band width of the corresponding mollifier \( g_{\varepsilon c} \) from (4.4). Therefore one has to balance the quality of the approximation (5.1) with the resolution of reconstructions to be obtained from \( S_{\varepsilon} u^\infty \).

**6. The inverse Radon approximation.** As in [10] we consider the case of a single point source to motivate the inverse Radon approximation as a reconstruction scheme. For a point source \( f = \delta_z \) located at \( z \in \mathbb{R}^3 \) it follows from (4.1) and (4.2) that
\[
(P_{\mathcal{R}} \delta_z, h)_{T^2} = (\delta_z, P_{\mathcal{R}} h)_{\mathbb{R}^3} = (P_{\mathcal{R}} h)(z) = \int_{S^2} e^{i \kappa \cdot z \cdot \omega} \mathcal{X}_c(\theta, \omega) \, ds(\omega),
\]
i.e.,
\[
(P_{\mathcal{R}} \delta_z)(\theta, p) = e^{i \kappa \cdot z \cdot \omega} \delta(p - \omega), \quad \theta \in S^2, \ p \in \mathbf{1}^{\perp}.
\]
Assuming that the second term on the right hand side of (5.1), resp. (5.2), is small, it follows from the latter (with \( \omega \) replaced by \( -\kappa p \) with \( p \in \mathbf{1}^{\perp} \)) and (4.5) that
\[
(S_{\varepsilon} u^\infty)(-\omega, -\kappa p) \approx (\psi_c * (P_{\mathcal{R}} \delta_z))(\omega, p) = \sqrt{2\pi \varepsilon^2} e^{i \kappa \cdot z \cdot \omega} e^{-\frac{1}{2}(p - z)^2 \varepsilon^2}. \quad (6.1)
\]

Therefore,
\[
\|(S_{\varepsilon} u^\infty)(-\omega, -\kappa p)\| \approx \sqrt{2\pi \varepsilon^2} e^{-\frac{1}{2}(p - z)^2 \varepsilon^2} \kappa^2 \quad = e^{-1/(2\pi^2)} \mathcal{O}(g_{\varepsilon c} * \delta_z)(\omega, p).
\]
where \( P : C_0^\infty(\mathbb{R}^3) \to C_0^\infty(T^2) \),
\[
(Pg)(\theta, p) = \int_{\mathbb{R}} g(p + t\theta) \, dt, \quad \theta \in S^2, \ p \in \theta^\perp,
\]
denotes the standard ray transform (cf. [18, 19]).

We conclude from (6.3) that for a point source \( f = \delta_z \) the absolute values of the windowed Fourier transform of the far field pattern \( u^\infty \) yield – within our approximation error – the standard ray transform of a rescaled three-dimensional rotationally symmetric Gaussian centered at the source point \( z \). Note that we thus have data for the ray transform for all \( \theta \in S^2 \) and all \( p \in \theta^\perp \), which happens to be far more than what is actually needed to invert the ray transform (see Subsect. 8.4).

Due to linearity (6.2) immediately carries over to arbitrary superpositions of point sources, say, e.g., \( f = \alpha_1 \delta_{z_1} + \alpha_2 \delta_{z_2} \) with \( \alpha_1, \alpha_2 \in \mathbb{C} \), and \( z_1 \neq z_2 \), but when taking absolute values in (6.3) this does result in interference effects. However, since the exponential on the right hand side of (6.2) decays rapidly away from \( p = z_0' \), these interferences are largely restricted to the area around intersections of the supports of \( P\delta_{z_1} \) and \( P\delta_{z_2} \). By virtue of (6.1) the support of \( P\delta_z \) is the graph of the function \( \theta \mapsto z_0' \); accordingly, the supports of \( P\delta_{z_1} \) and \( P\delta_{z_2} \) have only two points in common corresponding to \( \theta = \pm (z_1 - z_2)/|z_1 - z_2| \in S^2 \) and \( p = z_1' = z_2' \). Since the data at hand are highly redundant, we expect that these minor interferences do not deteriorate the approximation (6.3) too much, as long as the sources are sufficiently well separated.

7. Numerical implementation and sampling. In this section we propose a numerical algorithm based on our findings from the previous sections to recover information on the support of the source \( f \).

First we need to implement the windowed Fourier transform \((S_cu^\infty)(\theta, \omega)\) of (3.2) for certain \( \theta \in S^2 \) and \( \omega \in \theta^\perp \). To this end we parameterize \( \theta \in S^2 \) in the usual way, i.e.,
\[
\theta = \theta(\vartheta, \varphi) = \begin{bmatrix} \sin \vartheta \cos \varphi \\ \sin \vartheta \sin \varphi \\ \cos \vartheta \end{bmatrix}, \quad 0 \leq \varphi < 2\pi, \ 0 \leq \vartheta \leq \pi,
\]
and compute the windowed Fourier transform on \( \theta^\perp \) with a two-dimensional FFT over a square Cartesian grid with respect to the orthonormal basis \( \{\sigma, \tau\} \) of \( \theta^\perp \) given by
\[
\sigma = \begin{bmatrix} -\sin \varphi \\ \cos \varphi \\ 0 \end{bmatrix} \quad \text{and} \quad \tau = \begin{bmatrix} -\cos \vartheta \cos \varphi \\ -\cos \vartheta \sin \varphi \\ \sin \vartheta \end{bmatrix}.
\]

Care has to be taken by choosing the mesh size \( h \) of the grid and the number \( K \) of grid points for the FFT algorithm. For fixed \( \theta \in S^2 \) the windowed Fourier transform has been shown to approximate the exponential ray transform \((P_{\kappa}(g_{\kappa} * f))(\theta, -\omega/\kappa)\) in Theorem 5.1, and thus, \((S_cu^\infty)(\theta, \omega)\) is essentially supported in
\[
\left\{ \omega \in \theta^\perp \mid |\omega| \leq \kappa(R + \frac{3}{\varepsilon_K}) \right\},
\]
where we adopt the common rule of thumb that \( 3/\varepsilon_K \) is the radius of the essential support of the Gaussian \( g_{\kappa} \). According to the standard Fourier theory of sampling
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(see, e.g., [19, pp. 65–67]) we thus require

$$h \lesssim \frac{\pi}{\kappa R + 3/\varepsilon}.$$  \(7.1\)

The number of grid points, \(K\), on the other hand, must be so large that \(Kh\) is larger than the width \(6\varepsilon\) of the essential support of the windowed far field that is to be Fourier transformed. This yields

$$K \geq \frac{6\varepsilon}{h} \gtrsim \frac{6}{\pi} (\varepsilon \kappa R + 3).$$  \(7.2\)

To apply the FFT we have to evaluate the integrand of (3.2) which in turn requires the far field at the projected grid points, the latter depending on the respective argument \(\theta\). In general not all of these have been measured, but they can be computed with the spherical harmonics expansion (2.4). Note that the corresponding coefficients \(a^m_n\) satisfy

$$a^m_n = \int_{S^2} u^\infty(\theta) Y^m_n(\theta) \, ds(\theta)$$

$$= \int_0^\pi \gamma^m_n P^{|m|}_n(\cos \vartheta) \left( \int_0^{2\pi} e^{-im \varphi} u^\infty(\vartheta, \varphi) \, d\varphi \right) \sin \vartheta \, d\vartheta$$

$$= \int_{-1}^1 \gamma^m_n P^{|m|}_n(\mu) \left( \int_0^{2\pi} e^{-im \varphi} u^\infty(\arccos \mu, \varphi) \, d\varphi \right) \, d\mu,$$

where \(P^{|m|}_n\) are the associated Legendre functions and \(\gamma^m_n\) are suitable normalization constants, cf., e.g., [4, pp. 24–25]). Accordingly, these coefficients can be computed with a one-dimensional FFT in the \(\varphi\) variable and the Gauss-Legendre quadrature rule for the integral over the \(\mu\) variable, provided that far field data are given at an equiangular grid for \(\varphi\) and those values \(\vartheta_j = \arccos \mu_j\) corresponding to the Gaussian nodes \(\mu_j\). In view of the fact that the coefficients \(a^m_n\) are essentially zero for \(n \geq \kappa R\) (and hence, for \(|m| \geq \kappa R\)) it is sufficient to sample the far field in \(\varphi\) direction with

$$M \gtrsim 2\kappa R$$  \(7.3\)

equidistant angles, and to use \(N \gtrsim \kappa R\) Gaussian nodes in \(\vartheta\) direction.

For each \(\theta \in S^2\) the Fourier integral only requires the evaluation of a decent number of far field samples, as the integrand of (3.2) is essentially zero for \(|p| > 3\varepsilon\). However, this amount of work is still time consuming. Alternatively, one therefore may consider a simple linear interpolation of the (given) measured data \(u^\infty\), in which case a more regular grid of measurement points may be appropriate. For example, following Driscoll and Healy [6, Thm. 3], it is appropriate under our conditions to sample the far field at \(M\) equidistant angles \(\varphi \in [0, 2\pi]\) and the same number of equidistant angles \(\vartheta \in [0, \pi]\), where \(M\) is again given by (7.3).

In this manner the windowed Fourier transform can be evaluated for any fixed \(\theta \in S^2\). In view of (6.3) and the discussion thereafter the absolute values of these numbers, our meta data, approximate a complete set of two-dimensional parallel projections

$$P(g_{\kappa \varepsilon} \ast f)(\theta, \cdot) : \theta^\perp \rightarrow \mathbb{C}^2$$

de of the ray transform – up to a constant scaling factor \(e^{-1/(2\varepsilon^2)}\).
Inverse source problems

Once these parallel projections have been computed for all $\theta = \theta(\vartheta, \varphi) \in S^2$ from an equiangular grid $(\vartheta, \varphi) \subset [0, \pi] \times [0, 2\pi)$ we apply in a second step a filtered backprojection algorithm implementing Orlov’s inversion formula, cf., e.g., [19, pp. 20–21]. This should provide the searched for information about $g_{\kappa \kappa} * f$, and in particular about its support, respectively the support of the given source $f$.

8. Numerical results. To illustrate our findings we present some numerical examples.

8.1. Point sources. To begin with we consider a collection of three point sources

$$f = \alpha_1 \delta_{z_1} + \alpha_2 \delta_{z_2} + \alpha_3 \delta_{z_3}$$

located at $z_1 = (0, 0, 2)$, $z_2 = (0, 3, 0)$ and $z_3 = (-3, -3, -3)$ with strengths $\alpha_1 = 1$, $\alpha_2 = 2i$ and $\alpha_3 = 1 + i$, respectively, as depicted in Figure 8.1 (left). For better visualization this plot shows small balls of radius 0.1 around the individual source points, and their projections on the three coordinate planes. For this example $R \approx 5.2$ is the radius of the smallest ball around the origin that contains all sources. We use the wave number $\kappa = 5$, hence the individual source points are, roughly, 3 to 6 wavelengths apart.

The right-hand side plot in Figure 8.1 shows the absolute values $|a_{mn}|$, $n = 0 \ldots 70$, $m = -n, \ldots, n$, of the spherical harmonics coefficients of the far field pattern $u^\infty$ radiated by $f$, starting with $a_0^0, a_1^{-1}, a_1^0, a_1^1$; and so on. The plot exhibits the typical behavior of these coefficients as discussed in the previous section: There is a “low frequent” part, corresponding to indices $|n| \lesssim \kappa R \approx 26$, where the spherical harmonics coefficients are of comparable size. Then, starting at about $|n| \approx \kappa R$ as indicated by the dashed vertical line in the plot, the spherical harmonics coefficients decay linearly (or even superlinearly), in agreement with the corresponding behavior of the spherical Bessel functions (cf. (2.5) and (2.6)); this is the second (“high frequency”) part. From the transient regime near the dashed line one can deduce a rough estimate of $\kappa R$, and hence $R$. Finally, for $n \gtrsim 55$ in this example, the plot of the spherical harmonics expansion exhibits a plateau at the level of (numerical or data) noise.

For the implementation of the inverse Radon approximation of the three source points we use simulated far field data at the equiangular grid

$$\Theta := \{ \theta(m, \varphi_n) \mid \vartheta_m = m \pi / M, \varphi_n = 2n \pi / M, m, n = 0, \ldots, M \}$$

(8.1)
Fig. 8.2. Approximations of parallel projections \( (P(g_{\kappa} * f))(\theta, \cdot) \) of the three point sources for \( \kappa = 5 \) \( (\epsilon = \pi/10) \) for different directions \( \theta \in S^2 \). Left: \( \theta = e_1 \). Middle: \( \theta = e_2 \). Right: \( \theta = e_3 \).

on the unit sphere, where \( M = 64 \) in compliance with (7.3). Far field data in between these grid points are computed by linear interpolation. For the windowed Fourier transform we use the parameters

\[
\epsilon = \pi/10, \quad h = \pi/50, \quad \text{and} \quad K = 32, \tag{8.2}
\]

see Sect. 7.

Figure 8.2 shows gray-scale plots of our meta data

\[
|S_{\kappa u^\infty}(\theta, -\kappa p)| \approx e^{-1/(2\epsilon^2)} \sum_{l=1}^{3} (P(g_{\kappa} * \delta_z_l))(\theta, p), \quad p \in \theta^\perp, \tag{8.3}
\]

for the three directions \( \theta = e_1, \theta = e_2, \) and \( \theta = e_3 \) (left to right), respectively, where \( \{e_1, e_2, e_3\} \) denotes the standard Cartesian basis of \( \mathbb{R}^3 \). The axes of these plots have been rearranged for the reader’s convenience to allow for a comparison with the projections onto the coordinate planes shown in Fig. 8.1.

For the inverse Radon reconstruction we apply the filtered backprojection algorithm for the ray transform to these meta data at \( \theta \in \Theta \), and evaluate the resulting approximation, \( F \) say, on a three-dimensional Cartesian grid with mesh width 0.2 in the region of interest \([-5, 5]^3\). From (8.3) we expect that the regions where \( F \) is non-negligible are related to the support of the mollified version \( g_{\kappa} * f \) of the unknown source.

Here and in the following examples the value \( \epsilon = \epsilon(\kappa) \) has been optimized by means of numerical experiments for a single point source such that the corresponding meta data provide a sufficiently good approximation of parallel projections of a Gaussian blur with best possible resolution (see (6.3)). This numerical study suggests to decrease the standard deviation of the Gaussian window \( \chi_\epsilon \) like \( 1/\sqrt{\kappa} \) when increasing the wave number \( \kappa \), which is in accordance with (5.1) and (6.3).

The value \( K = 32 \) in (8.2) has been chosen larger than actually required by (7.2) in order to be able to evaluate the filtered backprojection of the meta data on the whole cube \([-5, 5]^3\) and not just around the essential support of \( g_{\kappa} * f \).

Figure 8.3 (left) shows isosurfaces of the resulting reconstruction \( F \) that can be used to localize the mollified source support. The individual levels of these isosurfaces differ, and have to be chosen adaptively, as the proper choice depends on the distance to the origin and the individual strength of the respective source component. Here we have used the following ad hoc procedure: First we determine the positions of all
local maxima $y_l \in (-5, 5)^3$ of $F$, discarding those that are less than four pixels apart, or for which $|F(y_l)| < 0.1 \max |F|$; removing local maxima of small value turns out to be particularly important at higher wave numbers. Then, for each local maximum we set

$$F_l = 0.9 |F(y_l)| \quad (8.4)$$

to be the level of the corresponding (local) isosurface. As can be seen these reconstructions agree very well with the true positions of the point sources shown in Figure 8.1.

8.2. Point sources and noisy data. For a second test case we add 50% uniformly distributed noise to the previous far field data to study the sensitivity of the method with respect to noise. As already pointed out in [10] for the two-dimensional case, it is useful to decrease the window size $\varepsilon$ in the presence of noise to increase the amount of smoothing in the reconstruction, as this has a regularizing effect. Accordingly, we choose

$$\varepsilon = \pi/20, \quad h = \pi/50, \quad \text{and} \quad K = 32.$$

Despite the huge amount of noise the corresponding reconstruction shown in Figure 8.3 (right) is still satisfactory, although the corresponding parallel projections are severely distorted already (see Figure 8.4). One reason for this is the large number
Fig. 8.5. Same as in Figure 8.2 (right), but now with varying \(\kappa\) and \(\varepsilon\). Left: \(\kappa = 2, \varepsilon = \pi/6\). Middle: \(\kappa = 10, \varepsilon = \pi/15\). Right: \(\kappa = 20, \varepsilon = \pi/20\).

Fig. 8.6. Same as in Figure 8.3 (left), but now with varying \(\kappa\) and \(\varepsilon\). Left: \(\kappa = 2, \varepsilon = \pi/6\). Middle: \(\kappa = 10, \varepsilon = \pi/15\). Right: \(\kappa = 20, \varepsilon = \pi/20\).

of roughly \(M^2 = 64^2\) measurement data used by the algorithm and the fact that the meta data \(|S_\varepsilon u^\infty|\) are actually strongly redundant (see Subsect. 8.4 below).

### 8.3. Smaller and larger wave numbers

For the same geometry, but smaller wave number \(\kappa = 2\) we can choose our parameters as \(M = 32\), as well as

\[
\varepsilon = \pi/6, \quad h = \pi/20, \quad \text{and} \quad K = 32.
\]

A gray-scale plot of the corresponding parallel projection \(|(S_\varepsilon u^\infty)(-\theta, -\kappa p)|\) for \(\theta = e_3\) is shown in Figure 8.5 (left). As expected, the resolution is much worse than in Figure 8.2. Similar results are shown for \(\kappa = 10\) in Figure 8.5 (middle), where \(M = 128\),

\[
\varepsilon = \pi/15, \quad h = \pi/100, \quad \text{and} \quad K = 64,
\]

and for \(\kappa = 20\) in Figure 8.5 (right), where \(M = 256\) with

\[
\varepsilon = \pi/20, \quad h = \pi/200, \quad \text{and} \quad K = 64.
\]

The corresponding isosurface plots can be found in Figure 8.6. Here we use the same threshold factor as in (8.4) except for \(\kappa = 20\), where we change this factor to 0.8 since otherwise the isosurfaces would be very small.

For wave numbers smaller than \(\kappa = 2\) the method fails since the reconstruction \(F\) becomes very smooth and not all sources appear as local maxima of \(F\) anymore. With
increasing wave number the numerical computations become more time consuming due to the need to fulfill the sampling conditions (7.1), (7.2) and (7.3).

8.4. Limited aperture. The fact that Orlov’s inversion formula for the inverse ray transform applies to limited view data, cf. [19, p. 18–21], where $\theta$ varies on a spherical zone

$$S_0^2 = \{ \theta(\vartheta, \varphi) \mid -\vartheta_0 \leq \vartheta \leq \vartheta_0, 0 \leq \varphi < \varphi_0 \},$$

with some $\vartheta_0 > 0$ and $\varphi_0 \geq \pi$, allows us to extend our method to the case where far field samples are only given on such a subset of $S^2$. As the windowed Fourier transform (3.2) of the far field data requires projections of $\theta + p, p \in \theta^\perp$, onto $S_0^2$ for $|p| < 3\varepsilon$, our meta data can then be computed for

$$\theta \in \tilde{S}_0^2 = \{ \theta(\vartheta, \varphi) \mid -\vartheta_0 + \tilde{\varepsilon} \leq \vartheta \leq \vartheta_0 - \tilde{\varepsilon}, \tilde{\varepsilon} \leq \varphi < \varphi_0 - \tilde{\varepsilon} \}$$

where $\tilde{\varepsilon} = \arcsin(3\varepsilon)$, and $\vartheta_0 - \tilde{\varepsilon}$ must still be positive.

$S_0^2$ and $\tilde{S}_0^2$ are illustrated in the left-hand side plot of Fig. 8.7; this is a true to scale plot for $\vartheta_0 = \pi/6$, $\varphi_0 = \pi$, and parameter $\varepsilon = \pi/20$. Accordingly, $2(\vartheta_0 - \tilde{\varepsilon}) \approx 3.8^\circ$ is the latitude variation of $\tilde{S}_0^2$. Considering the restriction of the far field data used in Section 8.1 to this $S_0^2$ we recompute the same example as before with wave number $\kappa = 5$. Aside of the smaller value of $\varepsilon$, which we decrease to increase the size of $\tilde{S}_0^2$ accordingly, we use the same parameters as in (8.2), i.e.,

$$h = \pi/50, \quad K = 32, \quad \text{and} \quad M = 64;$$

Note that this only yields the windowed Fourier transform of the far field pattern on $3 \times 51$ points $\theta$.

Figure 8.7 (right) shows the corresponding isosurface plot of the reconstruction. The results are still satisfactory.

8.5. Inverse scattering. In our final example we apply the reconstruction algorithm from Sec. 7 to far field data corresponding to an obstacle scattering problem. We consider an incident plane wave $u^i(x) = e^{i\kappa x \cdot d}, \ x \in \mathbb{R}^3$, with direction of propagation $d = e_1$ that is scattered by the two impenetrable objects shown in Figure 8.8 (left). These obstacles are supposed to have different physical properties; while the
ellipsoid is sound soft, the torus is sound hard. Accordingly, the scattered field $u^s$ satisfies the homogeneous Helmholtz equation together with the Sommerfeld radiation condition away from the obstacles and homogeneous Dirichlet and Neumann boundary conditions at their boundaries, respectively. The scattered field can be written as a volume potential as in (2.1) with a smooth density $f$ supported in an arbitrarily small neighborhood of the obstacles.

Although $f$ is now a superposition of infinitely many point sources that are no longer well separated, our reconstruction method is still applicable and yields useful information about the number and the positions of individual well separated scatterers. To exemplify this, we simulate the far field pattern of the scattered field for $\kappa = 5$ on the equiangular grid $\Theta \subset S^2$ from (8.1) with $M = 128$ using a boundary element method*. We compute the windowed Fourier transform of the far field pattern using the parameters

$$\varepsilon = \pi/10, \quad h = \pi/100, \quad \text{and} \quad K = 64,$$

take absolute values and evaluate the filtered backprojection on a three-dimensional Cartesian grid with mesh width 0.2 in the region of interest. Note that this region of interest $[-8,8]^3$ is somewhat larger than in the previous examples, hence the increased values of the parameters $K$, $M$, and $1/h$, cf. (7.1)-(7.3).

Figure 8.8 (right) shows the isosurface plot of the reconstruction, where we use 0.8 as threshold factor in (8.4); horizontal cross-sectional plots of the reconstruction $F$ in the region of interest at height $x_3 = -4$ and $x_3 = 5$ can be found in Figure 8.9. Here we included the true scatterer geometries as white dashed lines. While the ellipsoid is recovered reasonably well, the method yields two separated objects instead of a torus. This is due to the strong reflections of the incident wave at the corresponding boundary faces of the torus.

9. Conclusions. We have shown that a windowed Fourier transform of the far field pattern radiated by a compactly supported source is an approximation of an exponential ray transform with purely imaginary exponent of this source. Up to certain interferences a filtered backprojection for the standard ray transform applied to the absolute values of this windowed Fourier transform yields information on the

*The data have been generated using the C++ boundary element library BEM++ (see http://www.bempp.org).
support of the source, such as the number and the positions of well separated source components. This knowledge can subsequently be used as initial guess for other inversion schemes to further enhance the reconstruction.

We have described an implementation of this scheme, and have shown numerical tests which confirmed that the method works better at higher frequencies; in particular the resolution of the reconstructions improves with increasing wave number. In this case, on the other hand, the computational complexity of the algorithm increases, too, due to the need to sample the far field data and its windowed Fourier transform on finer grids.

We also have exemplified that the method works well for limited aperture data, as long as the aperture covers a sufficiently large spherical zone. Finally, the method can be applied to inverse scattering problems with one or few incident fields. However, in this case the quality of the reconstruction depends on the distribution of the virtual sources of the scattered field on the boundary of the scatterers.
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