Timing-in and Synchronizing JEP0

The ATLAS trigger is a pipelined system driven off a single clock. However, due to jitter and skew in the large system, phase adjustments are required, where data cross module boundaries. On the JEP, parallel data are transmitted at a maximum rate of twice the LHC bunch clock (~80 MHz). The resulting data windows of approximately 12 ns are wide enough to allow for on-module data transmission driven by a single clock network without the need for phase adjustment. Data integrity is thus guaranteed by design.  Phase adjustment is required, however, both on the data inputs into the JEP and on the FIO links to adjacent JEM modules.
The JEP is a latency critical system, and the missing energy is the critical path. The synchronisation mechanisms are designed to keep latencies down. The current baseline design, however, does not make an attempt to minimise latencies across processor boundaries:

The JEP itself runs at an arbitrary and a priori unknown clock phase with respect to the upstream processor, the PPr. The incoming data are delayed to bring them in phase with the JEP clock. Fine-tuning the JEP phase might allow for shorter delays on the data paths and could thus reduce latency for up to one bunch tick in future, if latency turned out to be a serious problem.

The input synchronisation scheme is derived from the CP synchroniser. So as to reduce latency, the incoming 10-bit data from the de-serialisers are not latched on the deserialiser strobes. They are directly latched into the input flip-flops of the input FPGAs on one of two clock phases derived from the global LHC bunch clock (2 and 4 in the figure). Due to the wide data window, one of the two sampling points will always yield reliable data. One of the 10 data bits is additionally sampled in phases one and three. During run-in of the system an alternating pattern on this bit allows the detection of 0-1 transitions. They will occur either from sample three to one, or from one to three. In the latter case, shown in the figure, sample four will be selected and forwarded to the algorithms, after further delay by a full tick, if required. Due to the limitation to just two samples per bunch tick, the data can be sampled on the input flip-flops at 80 MHz with inherently low bit-to-bit skew. While the choice of phase (one or four) will be made by an automatic procedure using a sync pattern, any phase offset by a full tick will have to be measured by spying on data in the spy memories and analysing them in software. Programmable length pipelines will have to be adjusted accordingly via VME control. Phase registers can be set and read back at any time so as to establish correct sampling phases without prior sync pattern transmission.
Data transmission to the main processor via the backplane (FIO links) operates at 80Mbit/s. Therefore data windows are approximately 12 ns wide. So as to cope with skew and jitter, the data should be sampled near the centre of the data window. Bit-to-bit skew on the inputs of the main processor is expected to be of the order of 4 ns. Therefore it will be possible to sample all 165 FIO inputs on a common clock edge, which is fine-tuned to the optimum sampling time. This is accomplished by adjusting the 2nd deskewed TTCrx clock, Clock40Des2. Since the transmission across the backplane, including on-chip delays, takes more than 12ns, the 2nd clock needs to be delayed with respect to the main clock, derived from Clock40Des1. The JEP0 timing will be set up by adjusting all Des1 clocks to match the main clock phase of adjacent boards to within ~1ns. This will most likely be the case for Des1 delays of all boards set to 0, since the TTC signal skew on the PB and the skew of the clock distribution is expected to be very low. Once all JEMs are in phase, the Des2 clock phase of each board will be adjusted to optimum sampling in the centre of the data windows. This should be accomplished by a delay scan, checking for 0-1 transitions on sync data taken from the playback memories and adjusting the Des2 clock delay accordingly. So as to bring the re-timed FIO data in phase with the local jet data, both need to be latched on the Des1 clock in another pipeline stage. Thus the jet data lag behind the energy sum data by one bunch tick. This should not pose any problems, since the sum data path is the critical one anyway.
NB: currently all FPGA output signals are 2.5V CMOS, 12mA current, and slew rate limited. That’s the default settings for Xilinx FPGAs. Measurements have shown that the signal shape is good. Faster signals and higher currents seem not to improve signal quality. So as to avoid system noise induced by large numbers of simultaneously switching outputs, we decided against faster I/O. It will have to show during future tests, whether drive strength parameters might have to be adjusted for the FIO lines. 
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