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Abstract 
In this paper, we propose a new technique for hardware acceler-
ated multi-resolution geometry synthesis. The level of detail for a 
given viewpoint is created on-the-fly, allowing for an almost 
unlimited model resolution in rendering without excessive mem-
ory usage. The models consist of regularly sampled rectangular 
patches that are subdivided hierarchically by a programmable 
shader in order to create different levels of resolution. The ap-
proach is inherently parallel and lends itself to an implementation 
on vector processor-like parallel architectures. We demonstrate 
this property by an implementation on programmable graphics 
hardware. This implementation shows a substantial performance 
benefit over a CPU-based implementation by up to more than an 
order of magnitude. We apply the framework to rendering of 
smooth surfaces and to rendering of complexly structured fractal 
landscapes using a novel multi-channel fractal subdivision tech-
nique. Due to the hardware acceleration, it is possible to perform 
interactive editing and walkthroughs of such scenes in real-time. 
 
Categories and Subject Descriptors: I.3.3 [Computer Graphics]: 
Picture / Image Generation – Display Algorithms; I.3.6 [Computer 
Graphics]: Methodology and Techniques – Graphics data struc-
tures and data types. 

Keywords: multi-resolution modeling, games and GPUs, graph-
ics hardware, large data sets 

1 INTRODUCTION 
In the last 10 years, computer graphics has experienced a dramatic 
increase in performance of rendering hardware. Contemporary 
graphics coprocessors (GPUs) are capable of processing several 
hundred million primitives per second, allowing for highly com-
plex geometry to be displayed in real-time. Given the capabilities 
for sophisticated rendering of complex content, additional atten-
tion has to be paid to the problem of modeling complex scenes 
and the coupling of the modeling and the rendering process. 

In terms of effort for a human modeler, it is virtually impossi-
ble to create complex geometries by editing on a per-primitive 
basis. Consequently, procedural modeling techniques are fre-
quently used to create detailed 3d models. Such techniques allow 
(generally speaking) the control of a more complex geometry by 
only a few parameters to a modeling algorithm. This property is 
usually called data amplification in computer graphics literature. 

Procedural techniques range from spline surfaces to complex 
fractal models, which provide a varying degree of data amplifica-
tion. An important advantage of procedural modeling techniques 
is memory efficiency: By storing only the parameters for the 
procedural model instead of the generated set of geometric primi-
tives, memory requirements can be drastically reduced. Rendering 
primitives (triangles, micro-polygons, ray sample points) are 
generated on-the-fly, during rendering. A further benefit is level 
of detail control: For many procedural rendering techniques, the 
number of primitives being generated for rendering can be easily 
adapted to the current requirements (such as the viewpoint), re-
sulting in a significant reduction of rendering time. 

Although being commonly used in offline rendering (see e.g. 
[Cook et al. 87]), procedural generation of geometry is only rarely 
used in interactive graphics. Most often, triangle meshes are 
precomputed and transferred to the graphics board for rendering. 
Only surface shading is commonly performed by procedural 
techniques (and in hardware), as this is directly supported by the 
architecture of current GPUs. In cases where a more compact 
procedural description of geometry is available, this causes avoid-
able storage and bandwidth problems. Ideally, the evaluation of 
the procedural model should be performed on-the-fly, at rendering 
time. For current PC hardware, this means that geometry synthesis 
should be performed by the GPU, avoiding the bandwidth and 
processing bottlenecks of the main CPU. For other architectures 
(such as the upcoming multi-core game console architectures), a 
similar processing model, enabling the usage of several computa-
tional hardware units in parallel, is also desirable. 

In this paper, we propose a new approach for hardware accel-
erated geometry synthesis. It employs a restricted quadtree subdi-
vision of rectangular, regularly sampled patches, corresponding to 
different levels-of-detail of an object. Higher resolution patches 
are created by subdividing lower resolution patches into four; new 
points are functions of fixed neighborhoods of the corresponding 
lower resolution points. Multiple attribute channels are employed 
to represent additional information to guide the subdivision proc-
ess. The subdivision routine, which accounts for most of the 
computational demands of the algorithm, can be implemented 
using a single instruction stream on large amounts of data in 
parallel so that it can be executed very efficiently by a vector-
processor style parallel architecture. We demonstrate the perform-
ance benefits of this approach by implementing the algorithm 
using the pixel shaders of current GPUs, resulting in a speedup of 
up to more than an order of magnitude in comparison to a CPU 
implementation.  The proposed framework is very flexible, allow-
ing for applications ranging from simple smooth surfaces to com-
plex landscape models. 

The proposed technique combines several well-known algo-
rithmic building blocks. Our main contribution is a composite 
modeling architecture that can be implemented efficiently on 
parallel graphics hardware and is still flexible enough to create 
complexly structured models. Efficient execution on parallel 
hardware is achieved by the usage of a fixed subdivision kernel 
for all data points. However, a problem with this approach is the 
stationarity of the subdivision rule, leading to models where dif-
ferent parts have similar geometric characteristics. The main idea 
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to overcome these limitations is the usage of multiple attributes 
per data point. The additional attribute channels store meta infor-
mation  (such as surface roughness or vegetation density) to con-
trol the subdivision process, which themselves are altered by 
higher level subdivision steps. This results in more flexibility and 
variability in the synthesized model. We apply this modeling 
approach to the synthesis of complexly structured fractal land-
scapes. Due to the hardware acceleration and the multi-resolution 
approach, modeling and interactive editing of such scenes can be 
performed in real-time while maintaining a high model and image 
quality. 

2 RELATED WORK 
Our system is based on several techniques from literature, such as 
deterministic and stochastic subdivision for geometry synthesis 
and restricted quadtree triangulations for level of detail control. In 
this section, we discuss the relation to literature in these areas as 
well as to recent GPU-based geometry synthesis techniques. 

Modeling by subdivision: Many procedural modeling tech-
niques can be expressed as subdivision algorithms. Spline sur-
faces can for example be rendered by a repeated application of the 
de Casteljau algorithm [Bartels et al. 1987]. Subdivision surfaces 
[Catmull and Clark 1978, Doo 1978] generalize modeling of 
smooth surfaces to meshes of general topology (see e.g. [Zorin et 
al. 2000] for a survey). 

Stochastic subdivision / fractal modeling: Subdivision tech-
niques can also be used to create irregular, non-smooth surfaces. 
Such surfaces can be characterized as random noise with a certain 
frequency spectrum (often proportional to 1/f 

h for some fixed h) 
[Musgrave 1993]. A subdivision algorithm takes a regularly sam-
pled noise signal, upsamples it to a higher sampling rate and adds 
additional high-frequency noise that has not been represented by 
the lower resolution version. This scheme has been first intro-
duced by [Fournier et al. 1982] and extended by several authors: 
[Miller et al. 86] propose a smooth interpolation scheme to avoid 
discontinuity artifacts. A general analysis of stochastic subdivi-
sion of scalar data arrays is given by [Lewis 1986]. Noise proper-
ties are modeled by 2nd order statistics (mean, variance, 
autocorrelation). It is shown how different noise characteristics 
(such as different roughness or anisotropy, e.g. to create ocean 
waves) can be translated into subdivision rules of fixed neighbor-
hoods. Our approach can handle subdivision rules that create high 
resolution points as a function of a fixed neighborhood of the 
original data (with performance depending on the neighborhood 
size). This demand is met by all aforementioned subdivision 
schemes. 

A non subdivision-based technique is described by [Perlin 
1985]: Noise functions of several input attributes are used to 
create complexly structured textures, allowing a pixel-parallel 
evaluation. We apply a similar idea to describe the subdivision 
function. Rendering of fractal landscapes with dynamic level of 
detail is also provided by commercial software packages such as 
MojoWorld [Pandromeda 2005] or Terragen [Planetside 2005]. 
These packages offer a high image quality; however, generating 
such images takes at least several minutes. 

Multi-resolution modeling: The classic approach for level of 
detail control is the construction of a triangle hierarchy that allows 
a refinement or coarsening of the model by local triangle inser-
tions and deletions (see e.g. [Lubke et al. 2003] for a survey). This 
hierarchy can allow general triangle meshes [Hoppe 1996] or 
restricted classes of meshes, such as subdivision connectivity 
meshes [Lindstrom et al. 1996]. Many techniques have been 
described that target especially at the case of terrain visualization 
(see e.g. [Duchaineau et al. 1997, Pajarola 1998, Röttger et al. 
1998, Lindstrom and Pascucci 2001]), mostly being based on 

restricted triangle hierarchies. Recent level of detail techniques 
mostly operate batch oriented, employing hierarchies with several 
thousand triangles per hierarchy node to optimize the throughput 
to the GPU [Cignoni et al. 2003, Larsen and Christensen 2003, 
Balázs et al. 2004]. The technique of [Losasso and Hoppe 2004] is 
especially optimized for streaming data to the GPU. Arguing that 
geometry setup and transfer is typically more often a limiting 
factor than vertex processing by the GPU, their technique does not 
perform feature dependent mesh optimization but uploads regular 
grids of different mip-map levels to the GPU. 

Our technique uses a subdivision connectivity hierarchy (re-
stricted quadtree) of regularly sampled patches, similar to [Larsen 
and Christensen 2003]. The regular sampling is needed to facili-
tate the subdivision modeling process. The geometry is rendered 
batchwise, directly from graphics memory (where it has been 
created). Following the arguments of [Losasso and Hoppe 2004], 
we think that the benefits of the regular structure, which guaran-
tees a good utilization of the rendering pipeline, outweight the 
losses due to reduced adaptivity of the locally uniform mesh. 
Currently, we use a single rectangular patch to parameterize and 
sample the data, which currently excludes general base meshes as 
topology (which is subject of future work). 

In addition to mesh simplification-based level of detail tech-
niques, there are also point-based level of detail techniques that 
are favorable for objects of complex mesh topology. Applications 
to landscape rendering have been demonstrated for example by 
[Stamminger and Dretakis 2001] or [Wand et al. 2001]. 

Parallel / GPU-based geometry synthesis: The desire for 
hardware accelerated geometry synthesis and rendering is not 
new: For example [Max 1981] describes an implementation of a 
raytracer for procedural terrain models implemented on a Cray-1 
vector computer. [Perlin and Hoffert 1989] employ a massively 
parallel raytracer for efficient rendering of procedurally defined 
noise volumes, coined “Hypertextures”. Recently, several papers 
have been published that deal with geometry synthesis on con-
temporary GPUs. [Dachsbacher and Stamminger 2004] propose a 
multi-resolution rendering technique based on image warping: 
The geometry of a terrain is encoded in a regularly sampled patch. 
This patch is then upsampled non-uniformly to a higher resolu-
tion, spending more space in “important” regions (according to 
camera distance, orientation, view frustum). Additionally, fractal 
noise is added to the geometry to increase the level of detail. This 
technique is conceptually elegant but aims at a different applica-
tion than our technique. For use as general modeling primitive, 
the application of fractal noise in distorted space is probably 
difficult to control in contrast to regular hierarchical subdivision. 
[Shiue et al. 2003] propose an extension to current GPU shader 
APIs to support general mutation and subdivision operations. 
[Guthe et al. 2005] describe an approach for rendering trimmed 
NURBs and T-spline surfaces on graphics hardware using a bit-
counting scheme for efficient, hardware-based evaluation of 
trimming curves. They report a drastic performance boost due to 
the GPU implementation. [Bolz and Schröder 2003] describe a 
GPU-based algorithm to evaluate subdivision surfaces using 
precomputed tables reflecting the mesh topology. A refined tech-
nique is presented by [Shiue et al. 2005] using spiral enumeration 
of vertices. In contrast to our proposal, these technique support 
general topologies of base meshes but do not provide an intra-
patch multi-resolution scheme, thus not being applicable to ren-
dering of extended objects such as landscapes. The same argu-
ment also applies to the method of [Boubekeur and Schlick 2005], 
who propose mesh refinement in the vertex shader. Recently, a 
fully procedural rendering hardware has been proposed by [Whit-
ted and Kajiya 2005] that executes procedures in hardware to 
create point rendering primitives. 



  

3 Multi-Resolution Geometry Synthesis 
In this section, we describe our proposal for hardware accelerated 
multi-resolution geometry synthesis. First, we define geometry 
through subdivision, then we describe the hierarchical multi-
resolution scheme and the GPU-based prototype implementation. 

3.1 Modeling by Subdivision 
In order to facilitate a hardware implementation, we describe 
geometry as rectangular, regularly sampled patches. Each patch 
describes a surface with disc topology; for more complex topolo-
gies, several patches have to be combined. Each sample point xi,j 
in a patch is a n-dimensional vector of attributes (Figure 1). The 
initial patch is given by a w × h array that is enlarged by a border 
of 2k sample points to each side: 

Initial patch P0: 

 xi,j
(0) ∈ R

n
 ,   – 2k  < i < w + 2k,   – 2k < j < h + 2k 

The values for the initial patch are specified by the human mod-
eler. k is the support of the subdivision function (see below). The 
border is necessary to define a consistent subdivision function 
(border issues are discussed in the following subsection). Subse-
quently, higher resolution versions of the initial patch are created 
with the number of sample points doubling at each iteration: 

Higher resolution patch Pd, d > 0: 

xi,j
(d) ∈ R

n
 ,   – 2k < i < w·2d + 2k,   – 2k < j < h·2d + 2k 

Sometimes, it is useful to identify points in a patch by a unique 
parameter coordinate (i/2d, j/2d) ∈ [–2k, w + 2k] × [–2k, h + 2k]  
rather than by the indices (i, j). The higher resolution patches are 
created procedurally by applying a subdivision function F to data 
from the previous level (Figure 2). The subdivision function 
obtains a fixed (2k + 1)2 neighborhood of values from the previ-
ous level as well as the current point index and subdivision level 
as input and creates a new point: 

xi,j
(d) = 
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The function F is specified by the human modeler as a procedure. 
There are no general restrictions to F other than being computed 
in finite time. However, for an efficient implementation on vector 
processors, the instruction stream for computing F must not de-
pend on the values xi,j

(d-1), i or j but only on d. This does not mean 
that the computed value is independent of these quantities, only 
the sequence of instructions doing the computation is restricted. 
For more general architectures (such as DirectX 9 pixel shader 3.0 
hardware [Ati 2005, nVidia 2005]) this restriction can be relaxed, 
requiring only a spatially coherent rather than identical instruction 
stream. 

The attribute vectors xi,j
(d) do not need to represent geometric 

quantities (such as a position in three space) but may describe 
arbitrary attributes. To create the actual geometry, a mapping 
function R: R

n
  →  R

m
, m ≥ 3 is applied. This function computes a 

geometric position in three space for each attribute vector, proba-
bly along with other rendering parameters such as normals, colors 
or texture coordinates. Rendering buffers will be cached in mem-
ory; therefore, employing this extra mapping step avoids overhead 
during rendering as the mapping is only performed once. 

Handling Borders 
Please note that the subdivision procedure outlined above leads to 
shrinking patches: With each subdivision step, a border region of 
k sample points to each side is removed. However, their size in 
the original parameter domain shrinks by 1/2d. This means, for d 
subdivision steps, a region of at most 

kk
d

i

i 22
0
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points, measured in parameter coordinates (i.e. sample spacing of 
the original patch), is removed. This is the reason for choosing a 
border size of  ± 2k for the initial patch. It is guaranteed that the 
“lost” area after an arbitrary number of subdivisions does not 
exceed this boundary area (see Figure 3). Consequently, only 
geometry at coordinates within [0, w] × [0, h] (parameter coordi-
nates) is rendered. The border region is never shown, it only 
affects the shape of the inner region indirectly, similar to bound-
ary points of uniform B-splines [Bartels et al. 1987]. 

This effect does only occur at boundaries. If we consider more 
general topologies, where several patches are stitched together 
along their boundaries to form a quad mesh of arbitrary topology, 
we only need to provide boundary values at topological borders. 
In other areas, the boundary values are taken from the adjacent 
patch. An special case is a patch with cyclic boundary conditions, 
referring to a topological torus. In this case, no boundary values 
are needed. In general, the same is true for arbitrary manifold 
meshes without (topological) boundaries. Currently, our imple-
mentation supports cyclic and border boundary conditions for a 
single patch only, more general topologies are still subject to 
future work. 

3.2 Multi-Resolution Hierarchy of Patches 
Employing the subdivision process outlined above, the amount of 
data to be processed is quadrupled at each subdivision step. If the 
viewer is very close to the surface, demanding for a high resolu-
tion for adequate rendering, the processing costs can easily be-
come prohibitive. This problem can be alleviated by a multi-
resolution approach: Instead of increasing the resolution for the 
whole patch at once, we divide each patch in four equally sized 
subpatches and apply the refinement step separately to each sub-
patch if it is necessary. This leads to a quadtree subdivision 
scheme (Figure 4). Each node in the quadtree corresponds to a 

          

Figure 1: Layout of a single patch. The 
border points (2k to each side) are not 

shown. 

Figure 2: Patches are subdivided by apply-
ing a subdivision function F to a k-

neighborhood 

Figure 3: Handling of borders: k neighbors 
are needed to create a new point. Thus, a 

border area of 2k points is needed. 



  

w × h array of sample points. This approach causes some subtle 
issues that have to be addressed by the subdivision algorithm: 

Handling Inner borders 
The first problem is handling inner borders. In order to refine a 
sample point with index (i,  j) in a patch, all its neighbors with 
indices [i  – k … i  + k] × [j  – k … j  + k] have to be known. This 
means that we must have computed the 8 direct neighbors of a 
patch to be able to compute the next level of refinement for this 
patch. In other words, the hierarchy must be a (well-known) re-
stricted quadtree [de Berg et al. 1997]. Adjacent levels of resolu-
tion must not deviate by more than one level of resolution. In our 
case, adjacency is defined by the 8 neighborhood of a patch 
(Figure 5). Then, we can access the values of neighboring patches 
to obtain values at the borders. 

This constraint can easily be enforced by on-demand compu-
tation: Whenever a patch has to be refined, all eight direct 
neighbors are retrieved by a sibling search algorithm. If the de-
manded patch (or one of its parents) does not yet exist, we call the 
creation procedure recursively. After some patch subdivisions, all 
necessary neighboring nodes have been build and the patch of the 
next higher resolution level can be finally created. This “balanc-
ing” step adds additional overhead to the multi-resolution scheme. 
However, this overhead is only O(1), which is easy to see by 
assigning “overhead” subdivisions to the neighbor that demanded 
for them [de Berg et al. 97]. In practice, the overhead factor is 
rather small: Overhead nodes only occur at the border of the view 
frustum (which is typically only a one-dimensional border in the 
parameter domain, affecting O(n1/2) of the n nodes). The varying 
resolution due to the distance to the camera is a smooth function 
which usually already demands small spacings in resolution by 
itself. 

A second problem, also caused by the variation of resolution, 
is the triangulation of the surface: We would like to display a 
continuous, triangulated surface when rendering the patches. As 
we are already forced to build a restricted quadtree hierarchy for 
modeling, the solution is straight-forward: Considering one node, 
the neighboring nodes can only differ by at most one level of 
resolution. Correspondingly, only a small number of triangula-
tions can occur which can easily be precomputed (similar to [Lar-
sen and Christensen 2003]) and instantiated during rendering. 

Multi-Resolution Rendering 
During rendering, we traverse the quadtree top-down and stop the 
descent if a node meets the precision requirements (if a node does 
not exist, it is created, as outlined above). Different metrics can be 
employed at this step. We currently use the following, rather 
canonical rule: The decision whether to render a node is solely 
based the bounding box of its geometry (which has to be deter-
mined during or after geometry synthesis, see below). Nodes with 
bounding boxes completely outside the view frustum are never 
rendered. Nodes inside the view frustum are rendered (and the 
descent is stopped) if their projected, on-screen resolution exceeds 

a user defined threshold. The on-screen resolution is estimated by 
dividing the side length of the largest side of the bounding box by 
the number of points along one edge of the patch (we employ 
square patches only, with w = h). This value is then projected onto 
the screen by dividing by the minimum z-value of the bounding 
box and scaling by a constant according to resolution and viewing 
angle. A near-clipping plane is included in the view frustum to 
avoid demanding infinite resolution (additionally, a fixed upper 
limit can also be specified, if desired). 

When all patches have been selected from the hierarchy, each 
patch is rendered as a triangle mesh. The mesh is chosen from a 
list of precomputed vertex indexing buffers by considering the 
resolution of the neighboring patches. 

3.3 Hardware Implementation 
The algorithm involves two major tasks: Management of the 
restricted hierarchy and processing of the points. Hierarchy man-
agement involves the traversal of irregular data structures which is 
difficult to accelerate by special purpose hardware. Thus, this task 
is done by the CPU. If the resulting CPU load is too high, we have 
the option to increase the number of sample points per patch, 
trading-off the adaptivity of the multi-resolution representation for 
less hierarchy management workload for the CPU. Larger patch 
sizes lead to a less accurate view frustum culling and some over-
sampling at parts of the patch farther away from the viewer. How-
ever, for typical patch sizes of about 322 - 642 triangles, such 
adverse effects are small while already placing the main computa-
tional burden to the hardware accelerated patch processing. 

Hardware Subdivision 
The first step for creating higher resolution patches is the assem-
bly of the 2k-neighborhood: The original patch is copied into a 
buffer enlarged by 2k sample values at each side. Then, the 8 
neighboring patches are fetched from the hierarchy and the values 
at the border to the current patch are copied to the border regions 
of the larger buffer (Figure 6) using a BitBlit operation on the 
graphics hardware. 

The second step is the computation of the high resolution 
data. First, four w × h sized destination buffers for the 4 children 
are allocated. Then, the subdivision function F has to be evalu-
ated. This step is usually the most expensive of the algorithm and 
the main goal of our architecture was to allow for an efficient 
hardware implementation at this point. This evaluation can be 
implemented very efficiently on a vector processing architecture 
(SIMD): The patch consists of several sample points that can all 
be processed in parallel, using the same instruction stream. In our 
implementation, we use typically 322 patches corresponding to 
1024 potentially parallelizable function evaluations. 

The third step is the creation of rendering data by applying the 
mapping function R. For this step, a new buffer (probably with a 
different number of attributes per point) of the same size as the 
source patch (but omitting the border region) has to be allocated 
first. Then, R is applied to each point of a patch independently and 

                 

Figure 4: Subdividing patches. A border of 
2k points is attached to each patch to allow 

the computation of near-border values. 

Figure 5: A restricted quadtree (8 neighbor-
hood) is used to make neighboring values 
available. Red: additional hierarchy levels, 

enforcing at most one level difference. 

Figure 6: Patch subdivision in hardware – 
first neighboring area is assembled to an 

enlarged patch, then the subdivision shader 
is employed. 



  

the result is written into the output buffer. This process can be 
executed on the same hardware as the subdivision process, the 
only difference is that no upsampling takes place. 

The last step is the rendering step: A precomputed index 
buffer of triangles is chosen and the data in the rendering buffer 
provides the vertices of the mesh. Each vertex provides a position 
in 3 space and probably further shading attributes such as normals 
and color. This data can be processed directly and very efficiently 
by a contemporary programmable GPU. 

The created patches, both subdivided and rendering data, are 
not deleted after rendering but kept in memory for future use. A 
LRU scheme is applied to track the reusage of these buffers. If 
memory is filled-up, patches that have not been used for the long-
est time are deleted first to free memory. 

GPU-based Implementation 
We have implemented a prototype of our algorithm on a pro-
grammable GPU, using OpenGL and CG as API (see [ATI 2005, 
nVidia 2005] for details on the programming capabilities men-
tioned below). We map the computationally intense steps of sub-
division (F) and mapping (R) to the pixel shader of the GPU. 
These units provide several parallel ALUs that can be used in a 
SIMD programming model: Each pixel is being computed inde-
pendently, using the same instruction stream. Additionally, the 
number of output pixels has to be specified in advance while the 
amount of input data may vary, according to the shader program. 
These conditions are met by our geometry synthesis technique. 

Mapping of the algorithm to a programmable GPU is straight-
forward: Patches are represented as textures (if being used as 
source) or render targets (if being used as destination). In order to 
avoid switching of render targets, only one render target is created 
and used as temporary buffer. The data is copied to a texture 
associated with a patch directly after each computation via on-
board memory transfer. 

The attribute channels of the patches are implemented using 
multiple render targets: On the latest hardware, each pixel shader 
can read from up to 16 textures and output to up to 4 render tar-
gets, both providing up to 4 32-bit floating point channels each. In 
this way, up to 16 floating point attribute channels can be handled 
in one rendering pass. For more attribute channels, multiple ren-
dering passes are necessary. The example scenes in this paper use 
12 (landscapes) and 8 (subdivision surfaces) 32 bit floating point 
channels, respectively. 

In our implementation, initial data for patch P0 can be speci-
fied by importing data from data sources such as landscape eleva-
tion data or by interactive painting on the 3d-geometry. We allow 
arbitrary amounts of initial data, main memory permitting. If the 
initial data is larger than a patch (i.e. typically 322 plus border), a 
multi-resolution pyramid is build in main memory by subsam-
pling (currently nearest-neighbor subsampling) the original data in 
a quadtree of patches. This initial pyramid is handled in software 
and patches are transferred to the graphics board on demand. If 
the demanded rendering resolution exceeds that of the initial data, 
the hardware accelerated geometry synthesis is invoked. 

The subdivision function F and the mapping function R of the 
geometry synthesis are represented as pixel shader programs. The 
latest shader standard (DirectX 9, shader model 3.0, [Ati 2005, 
nVidia 2005]) even allows data dependent branching in the pixel 
shader, extending the strict SIMD model. The achieved perform-
ance depends on the coherency of the instruction streams for 
neighboring data. In our example scenes, we do not use data 
dependent branching but only conditional writes that do not alter 
the instruction stream, which has turned out to be sufficient for 
our models. 

Lastly, a further vertex/pixel shader pair is used for final ren-
dering of the resulting triangle meshes. The render buffers are 

created by copying the content of the render target directly to a 
vertex buffer, which is supported by current OpenGL vendor 
extensions. Copying to a vertex buffer is very efficient on current 
hardware. An alternative would be the usage of texture fetches in 
the rendering vertex shader. This method has the advantage of 
easily allowing for interpolation between adjacent subdivision 
levels to avoid popping artifacts, which is not included in our 
current implementation based on copying buffers. 

Our GPU-based implementation processes all geometry data 
on the GPU only, with one exception: In order to control the 
multi-resolution rendering, the bounding boxes of the synthesized 
geometry have to be known to the CPU. Thus, the position chan-
nel of the rendering data has to examined and the minimum and 
maximum x, y and z coordinates must be determined. This is done 
in two steps: First, we reduce the amount of data to be transferred 
by scaling down the patches [Buck and Purcell 2004]: We use a 
pixel shader that computes the minimum and maximum values of 
4 × 4 neighborhoods and outputs them to an eightfold reduced 
patch of data. This process can be repeated iteratively. In our 
experiments, one such reduction pass was sufficient; a second 
pass did not lead to a further reduction of the overall computation 
time. After reduction, the resulting data is read back to main 
memory and the bounding box is computed by the host CPU, now 
requiring only little transfer bandwidth. Up to 16 read back opera-
tions are performed in one batch from the same reduction buffer 
to reduce synchronization overhead. 

4 Modeling 
We have implemented two different modeling techniques to ex-
amine the practical applicability of our proposal: 

Smooth surfaces: To model smooth surfaces, we first need a 
parameterization of the surface as a planar patch. Then, well-
known techniques such as subdivision surfaces or spline subdivi-
sion can be employed. As an example, we have implemented the 
bicubic B-spline subdivision model of the Stanford bunny de-
scribed in [Lossaso et al. 2003]: The authors create a geometry 
image of the bunny geometry and compute vertices for a least 
square B-spline subdivision surface approximation. We have used 
the data from this paper (which is available on the web) and reim-
plemented the subdivision process. In addition to the original 
paper, our implementation provides adaptive multi-resolution 
modeling and rendering, allowing for close-ups of objects without 
loss of detail or serious penalties to the rendering performance. 

Multi-channel fractals: The multi-resolution approach of our 
modeling technique allows handling of large, extended models 
such as an entire landscape. To define such models, we employ a 
fractal modeling technique which we call multi-channel fractals. 
The object is described by a set of attribute channels correspond-
ing to different surface properties. In our example, we use a height 
channel describing the landscape as a height field. Additionally, 
we have channels for surface roughness, vegetation density for 
different layers of vegetation (shown as different colors during 
rendering), and a snow layer. Each channel contains fractal 1/f 

h 
noise (with non-stationary h). To create believable landscapes, 
interdependences between these channels are introduced in the 
subdivision step: 

The height field is created by first interpolating the local 
neighborhood using a smoothing filter. Then, random noise is 
added with an amplitude of 2-dh with h being a smoothness pa-
rameter which is stored in a separate channel. The h-channel is a 
fractal itself: It is also created by smooth filtering of neighboring 
h values and random additions. However, we prefer larger values 
of h (leading to smoother terrains due to smaller noise increments) 
if the value in the height channel is small (i.e. we are in the area of 
a vally). Conversely, h is decreased (leading to more roughness) if 



  

the slope of the height field at the current level of resolution is 
large, leading to more roughness at steep mountainsides. Both is 
implemented by blending between the h channel and a 
height/slope depended h according to the subdivision level. At 
low levels, a strict correlation of roughness to height and slope is 
enforced while more randomness is allowed at smaller scales. 

Similarly, vegetation textures and a snow density are created 
by employing fractal channels, which are influenced but not de-
termined entirely by height and slope. For snow, we expect a 
smooth surface appearance at thick layers of snow. The thicker 
the layer of snow, the more high frequency details are attenuated. 
Consequently, the values in the roughness channel h are strongly 
enlarged in regions with a large value in the snow channel. The 
result conveys an quite realistic look of snow-covered areas in a 
rough mountain range. This interplay of fractal randomness and 
parameter interdependence yields landscapes with irregular attrib-
utes but believable mutual influence and can probably be em-
ployed to approximate a variety of other natural phenomena, too. 
Of course there are limitations. For example, we cannot directly 
simulate global physically-based effects such as erosion [Mus-
grave et al. 89]. 

5 RESULTS 
The results reported in this section have been measured on a 
system equipped with an nVidia GeForce 6800GT AGP graphics 
board (256MB video ram) and a 2.6GHz Pentium 4 CPU. The 
software has been implemented in C++ and all shaders have been 
implemented in CG [nVidia 2005]. The shader code is canonical 
C code, no assembly code or hardware specific optimizations 
have been employed. Figure 8 shows renderings of example mod-
els created with the techniques described in Section 4. The images 
are annotated with the rendering time (from cache), the rebuild 
time (rendering with emptied caches) and a typical rendering time 
for a walkthrough (as shown in the accompanying video). 

Smooth surface: The bunny model in Figure 8(a) has been 
constructed using the technique of [Lasasso et al. 2003], as de-
scribed in Section 4. The subdivision shader performs smoothing 
and normal vector computation, rendering is done by a simple 
environment mapping shader (to show the surface smoothness). 
For a typical viewpoint, we obtain 33 frames per second and only 
moderate reduction for a moving observer (see video). 

Fractal landscapes: The landscape models in Figure 8(b) - 
(e) have been created using the multi-channel fractal technique. 
For rendering, antialiased shadow maps (12 samples) and an 
approximate atmospheric scattering model have been employed 
[Hoffman and Preetham 2002]. The vegetation texture (different 
shades of green) and the snow have been modeled as fractal at-
tribute channels (as described in Section 4); the grass has been 
additionally modulated by a periodic 2d texture. 

A basic landscape scene is shown in Figure 8(b). The shown 
view consists of 604 patches of 322 vertices, accounting for about 
1.2 million triangles. At the shown quality level, it can be ren-
dered at about 6 frames per second. The throughput of the render-
ing stage is currently limited by the complexity of the rendering 
shaders which have to compute the quite involved lighting model. 
Additionally, some of the mapping steps (such as coloring of 
vegetation layers) are still computed during rendering to facilitate 
interactive landscape design. A rebuild of all geometry from 
scratch takes 2.4 seconds; however, due to temporal coherence, 
the average frame rate during a walkthrough does not drop sig-
nificantly (see video). Figure 8(d) shows a similar scene, but with 
more roughness and more snow. Please note how the snow chan-
nel automatically damps out high frequency noise, leading to the 
impression of rough terrain covered by a layer of snow of differ-
ent thickness. Figures (e) and (f) show a variant of the model from 

Figure 8(b). Here, a second fractal layer has been introduced to 
model water. The second layer is computed for each patch after 
the landscape layer so that its attributes can be accessed for defin-
ing the second layer. It is rendered with a water shader (using an 
additional rendering pass to create a mirrored and a refracted 
image of the landscape). The foam at the coastline is created by a 
fractal channel similar to the vegetation channel. The overall 
shape depends on water depth but also shows random variations. 
Due to the double layer modeling and the multiple rendering 
passes, the framerates are lower. Figure (e) and (f) have been 
created with different level of detail settings, varying the pro-
jected vertex spacing parameter as described in Section 3.2. A last 
example is shown in Figure 8(c). For this scene, we have used 
height field data of the grand canyon [US Geological Survey 
2005] and added different fractal channels. The original data is 
4002, a 322 patch sized multi-resolution pyramid of the original 
data is created by the CPU, geometry synthesis is applied for 
deeper levels of subdivision (see the video for an interactive 
walkthrough). Figure 7 shows the variation of the rendering time 
and the number of overall and rebuild patches per frame during 
the walkthrough of this scene. Due to caching, only a few patches 
have to be rebuild for each frame so that interactive walkthroughs 
are possible. 

Evaluation: We have measured how much time is consumed 
by the different parts of the algorithm: Comparing the costs for 
geometry synthesis and rendering, we observe a factor of about 6-
14. It is interesting to further split up the synthesis costs into 
actual hardware processing costs and time needed do the bound-
ing box calculation (which involves reading back data from GPU 
memory). Due to the min/max reduction step (aggregation of 4 × 4 
neighborhoods in a pixel shader), only a moderate overhead is 
observed: 10% of the rebuild time (landscape scene Figure 8(b)) 
and 25% (bunny scene), respectively, are spent for bounding box 
calculation. Without prior reduction, the overhead is significantly 
larger (41% and 57% respectively). The overhead is larger for the 
bunny scene because the subdivision shader is less complex. 
During animations, the average percentage of rendering time 
spent for bounding box calculations is about 1% for all scenes 
(due to caching) so that this overhead is not really an issue in 
practice. 

A last, important point is to examine the benefit of a hardware 
implementation. We have compared the execution speed of the 
GPU implementation with a CPU implementation. As all shaders 
have been written in CG, we were able to compile almost the 
original code with a C++ compiler (Intel C++ 7.1, all optimiza-
tions enabled). Only a few CG specific commands and data types 
had to be translated into macros and classes with inline functions. 
Textures have been modeled as conventional, two dimensional C 
arrays. This approach (plain C++ code) reflects the typical pro-
gramming approach in practice. However, it is still biased a bit in 
favor of the GPU, as vector data types are not intrinsic in standard 
C++ (although the employed compiler automatically tries to em-
ploy SSE SIMD instructions) and we do not use an optimized 
texture memory layout. Hence, the results should be considered 
with some care. Using this setup we have measured the computa-
tion time of the subdivision shader on both the CPU and GPU of 
the test system. We have obtained a computation time of 0.5 ms 
per patch for the GPU and 7.25 ms for the Pentium 4 2.6 GHz 
(factor 14.5) for the subdivision shader of the landscape model of 
Figure 8(b).  For the bunny model subdivision shader, the result is 
0.4 ms for the GPU and 1.3 ms for the CPU (factor 3.25)1. The 
                                                                    
1 We have also repeated the CPU benchmark on a Pentium-4 3.4 GHz, the 
fastest machine we had access to. This yielded performance factors of 11.8 
and 2.5, respectively, to the GeForce 6800 GT GPU. Unfortunately, we 
did not have a system available with an ATI Radeon X1800 or nNvidia 
GeForce 7800 GTX graphics board for comparison with a high end GPU. 



  

speedup for the bunny scene is appreciable but significantly 
smaller than for the landscape scene. Again, this is due to the 
much shorter shader which puts more emphasize on additional 
CPU-GPU communication overhead. For the landscape scene, the 
speedup is more than an order of magnitude. Hence, it is probably 
save to assume that the hardware-based implementation will still 
provide a substantial performance benefit for synthesizing com-
plex geometry even if more aggressive low-level CPU optimiza-
tions are applied. 

6 CONCLUSIONS AND FUTURE WORK 
We have proposed a new hardware accelerated modeling and 
rendering technique that can be implemented on data parallel 
architectures such as current GPUs. The algorithm employs a 
hierarchy of regularly sampled patches to facilitate an efficient 
implementation on SIMD processing arrays. This structure maps 
well to pixel shaders of current GPUs, allowing for executing 
modeling and rendering almost entirely on the GPU, yielding a 
substantial performance improvement. 

There are several directions for future work. First, some tech-
nical implementation issues (such as blending between resolution 
levels to avoid popping) could be improved. More importantly, 
the implementation should be generalized to support general base 
meshes. Currently, each patch is treated separately (this can be 
seen by a small hole in the bunny surface; the triangulation 
scheme does not connect the outer borders of the geometry image 
to a closed surface). This extension is mostly straightforward. The 
main issue is handling of neighborhoods at extraordinary vertices 
(valance ≠ 4). Here, the technique of [Bolz and Schröder 2003] 
could be a starting point to be generalized for more general, sto-
chastic subdivision techniques. Lastly, the subdivision topology 
could be made more flexible: Due to the limitations of current 
GPUs, we can only handle regularly sampled, rectangular patches. 
It would be interesting to examine subdivision rules that allow a 
change of topology during subdivision. In combination with a 
point-based rendering approach, more general shapes could be 
created. This would involve a generalized concept of neighbor-
hoods and a subdivision unit with a variable number of output 
data points. 
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(a) Stanford Bunny – subdivision surface 
rendering (c.f. [Losasso et al. 2003]), 

1089 control points, 184 patches (188416 
vertices), rendering time 30 ms, rebuild 

from scratch 251ms 

(b) Landscape scene – 604 patches, 
 rendering time 169 ms, rebuild from 

scratch 2438 ms, walkthrough (see video) 
152 ms per frame (av.) 

(c) Grand Canyon – initial 4002 height 
field from [US Geological Survey 2005], 

433 patches, rendering time: 130 ms, 
rebuild from scratch 955 ms, walkthrough 

(see video) 136 ms per frame (av.) 

   

(d) Mountain range at sunset – rendering 
time 228 ms, rebuild from scratch 2487 
ms, 985 Patches, walkthrough (as shown 

in the video) 231 ms per frame (av.). 

(e) Mountain Lake – a variant of landscape 
(b), medium resolution (2.2 pixel per 

triangle, 2×586 patches), rendering time: 
196 ms. Rebuild from scratch: 1079 ms. 

(f) Mountain Lake – a variant of land-
scape (b), high resolution (1 pixel per 

triangle, 2×1039 patches), rendering time: 
370 ms.  Rebuild from scratch: 3241 ms. 

Figure 8: Application examples. In all examples, a multi-resolution patch contains 322 vertices (and k = 3 vertices border).  



  

   

(a) Stanford Bunny (30 ms / 251 ms) (b) Landscape scene (169 ms / 2438 ms) (c) Grand Canyon (130 ms / 955 ms) 

   

(d) Mountains at sunset (228 ms / 2487 ms) (e) Mountain Lake (low resolution, 
169 ms / 1079 ms) 

(f) Mountain Lake (high resolution, 
370 ms / 3241 ms) 

Color Plate: Hardware Accelerated Multi-Resolution Geometry Synthesis: Figure 8, Application examples. 
Timings: rendering from cache / rendering with full rebuild. 

 
 


