Ubungen zur Stochastik IT WS 2014/2015

Blatt 6

Problem 6.1 Let 7q,72,... be i.i.d., ~ Exp(p), put Tp :=0, T,, ;=71 +--- + 7, n € N and let
e

Ny= Y 1T, <t), t=0 (1)
n=1

((Ny)¢=0 is a Poisson point process with rate p). Check that
g(Nt+h — Nt) = Pinh for t, h =0 (2)
and that for any s > 0,

Ny = Niys — Ng, t =20 is a Poisson point process with rate p and is indep. from (N, : r < s).
3)
[Hint. The crucial property is the memorylessness of the exponential distribution: Check that

vs]
Piri>t+s|m>s)=P(r, >t) = j pe Pt dr = e Pt (4)
¢

Now let s > 0, m € Ny, consider the event
A(s,m) :={Ng=m} ={T < s <Tms1} = {Tm < s} 0 {Tms1 > s —Tpn}

Argue that on A(s,m), N, = ;" 1(Ty < r) for 0 < r < s and the jump times of (N;) are
Ty = Tt — (s = Twm), T = Ty — s, n > 2. Use this and (4) to verify that for every m € N,
conditioned on A(s,m), the sequence 11,15 —T1,T5 — 15, ... is i.i.d., ~ Exp(p). This proves claim
(3) (why?).

To check (2) note that it suffices to consider t = 0 (why?), use the fact that T, ~ I';,, , and
{Np, =m} ={Ty, < h, 71 > h —Tp}.

Problem 6.2 a) Let E be a finite set, Q = (Qz,y)z,yecE a generator matrix, i.e., @, = 0 for all

z #yand Y, Qg y =0 for all z. Then P(t) := exp(tQ) = Yo %Qk, t = 0 defines a semigroup
of stochastic matrices. Check that P(t) solves

ﬁp(t) =P)Q, ie, Vz,ycE : %Pz,y(t) =Y Poe(t)Qey = Poyy()Qyy + . Po2(t)Qx4(5)

ot 2F#Y
0 0
%P(t) = QP(t), ie,Va,ye E : an)y(t) = Z Qo P.y(t) = Z Qa2 (Pay(t) — Poy(t)),  (6)

with initial condition P(0) = Ig, where Ig is the identity matrix on E.

[Remark. (5) are known as Kolmogorov forward equations, (6) as Kolmogorov backward equations.]

b) Let E = {0,1}, (X¢)t=0 a Markov chain on E with generator matrix @ = ( —ba _ab ), where
a,b € (0,00). Check that

Po(X; =0) = e (@™ 4 (1 - e*(a+b)t)m’ 7
Pi(X, = 1) = e— (@Dt 4 (] _ p—(atb)ty_*
=)= tl-e Vs (8)

[Hint. Solve for example the Kolmogorov backward equations.]
Please turn over



Problem 6.3 (Discrete martingale problems) Let E be (at most) countable, p = (pg.y)z.yeE
a stochastic matrix. For bounded f : E'— R define Pf : E'— R via Pf(2) 1= X, cp oy f(y)-
a) If (X,,)nen, is a Markov chain with transition matrix p then for every bounded f : E — R, the
process

My =0, M, = f(X,) 2 (Pf - f)(Xa), neN )

is a martingale (w.r.t. the filtration F,, = 0(Xy, X1,...,X,,)) under each P, , z¢ € E.

b) The following converse holds: Let X = (X,,)nen, be a stochastic process with values in E and a
family of distributions P,,, ¢ € E with P, (Xo = x¢) = 1 so that for every bounded f : E — R,
(9) defines a martingale under each P,,. Check that then X is a Markov chain with transition
matrix p.

[Hint. Use (9) with functions f = 1|

Problem 6.4 Let X;,X5,... be i.id. Z-valued, p(z) := P(X; = z) < 1 for all © € Z. Put
So:=0,8, =X+ +X,, F, = U(Sl,...,S ), M, = maxo<j<n Sj, = M, — Sa,
n=20,1,2,.... Check that:

a) (My)n=0,1,2,... is not a Markov chain (with respect to any filtration).

b) (M, Sn)n-012.. is a Markov chain with values in Z? (w.r.t. (F,)n—01.2..). Compute its
transition probabilities P((Mp+1, Sn41) = (2, y') | (My, Sn) = (z,y)), z,y,2',y € Z.

¢) (Zn)n=01,2,... is a Markov chain with values in Z; w.r.t. to (6(Zk : k < n))p—01,2,...-
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