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Introduction
• Machine learning is getting a lot of attention since some years


• Many applications, many different methods


• Since you will have specialised classes about that:


- We will just give an introduction to this field


- Some historical developments


- Early methods which lead to the present ones
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Overview
• Intelligent agents can improve their performance through learning.

• If the agent is a computer: machine learning.


• Supervised learning: 

the agent observes input-output pairs (examples) and learns from them.


• Unsupervised learning:

the agent learns patterns just observing input examples.


• Reinforcement learning:

the agent learns through rewards (or “punishments”!) what is correct or not.


• Tasks:

         - Classification

         - Regression
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Classification
General Classification Problem:

Given a dimension N input vector of features , find a function f such that





where the output is in a subset C of the integer numbers.

C are the “classes” (e.g. 0, 1, 2, 3, …) into which the input vectors can be 
divided (classified).


A special common case is boolean classification, where the output of f is 
restricted to two numbers (the input belongs to a class or not, e.g. 0,1).


In some cases,  and the output can be seen as the probability of 
belonging to a class (or not).

⃗x

f : ℝN → C ⊂ ℕM

f : ℝN → ℝ
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Classification: Decision Trees

A

B B

¬C ¬C ¬C ¬C

true false true false true false true false

true false

true false true false

true falsetrue falsetrue falsetrue false

1

A sequence of 0-1 decisions can be 
represented as a propositional logic 
sentence.


Every sentence can be viewed as a 
decision tree.


The nodes correspond to “attributes”.


Warning: In general, trees become 
exponentially large.


(A ∧ B) ∨ ¬C
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Example
��� #HAPTER ��� ,EARNING FROM %XAMPLES

%XAMPLE
)NPUT !TTRIBUTES 'OAL

Alt Bar Fri Hun Pat Price Rain Res Type Est :LOO:DLW

[1 <HV 1R 1R <HV 6RPH ��� 1R <HV )UHQFK �±�� y1 = <HV
[2 <HV 1R 1R <HV )XOO � 1R 1R 7KDL ��±�� y2 = 1R
[3 1R <HV 1R 1R 6RPH � 1R 1R %XUJHU �±�� y3 = <HV
[4 <HV 1R <HV <HV )XOO � <HV 1R 7KDL ��±�� y4 = <HV
[5 <HV 1R <HV 1R )XOO ��� 1R <HV )UHQFK > �� y5 = 1R
[6 1R <HV 1R <HV 6RPH �� <HV <HV ,WDOLDQ �±�� y6 = <HV
[7 1R <HV 1R 1R 1RQH � <HV 1R %XUJHU �±�� y7 = 1R
[8 1R 1R 1R <HV 6RPH �� <HV <HV 7KDL �±�� y8 = <HV
[9 1R <HV <HV 1R )XOO � <HV 1R %XUJHU > �� y9 = 1R
[10 <HV <HV <HV <HV )XOO ��� 1R <HV ,WDOLDQ ��±�� y10 = 1R
[11 1R 1R 1R 1R 1RQH � 1R 1R 7KDL �±�� y11 = 1R
[12 <HV <HV <HV <HV )XOO � 1R 1R %XUJHU ��±�� y12 = <HV

)LJXUH ���� %XAMPLES FOR THE RESTAURANT DOMAIN�

IS SHOWN IN &IGURE ����� 4HE POSITIVE EXAMPLES ARE THE ONES IN WHICH THE GOAL WillWait IS
TRUE ([1, [3, . . . )� THE NEGATIVE EXAMPLES ARE THE ONES IN WHICH IT IS FALSE ([2, [5, . . . )�

7E WANT A TREE THAT IS CONSISTENT WITH THE EXAMPLES AND IS AS SMALL AS POSSIBLE� 5N

FORTUNATELY� NO MATTER HOW WE MEASURE SIZE� IT IS AN INTRACTABLE PROBLEM TO lND THE SMALLEST
CONSISTENT TREE� THERE IS NO WAY TO EFlCIENTLY SEARCH THROUGH THE 22n

TREES� 7ITH SOME SIMPLE
HEURISTICS� HOWEVER� WE CAN lND A GOOD APPROXIMATE SOLUTION� A SMALL �BUT NOT SMALLEST	 CON

SISTENT TREE� 4HE $%#)3)/.
42%%
,%!2.).' ALGORITHM ADOPTS A GREEDY DIVIDE
AND
CONQUER
STRATEGY� ALWAYS TEST THE MOST IMPORTANT ATTRIBUTE lRST� 4HIS TEST DIVIDES THE PROBLEM UP INTO
SMALLER SUBPROBLEMS THAT CAN THEN BE SOLVED RECURSIVELY� "Y hMOST IMPORTANT ATTRIBUTE�v WE
MEAN THE ONE THAT MAKES THE MOST DIFFERENCE TO THE CLASSIlCATION OF AN EXAMPLE� 4HAT WAY� WE
HOPE TO GET TO THE CORRECT CLASSIlCATION WITH A SMALL NUMBER OF TESTS� MEANING THAT ALL PATHS IN
THE TREE WILL BE SHORT AND THE TREE AS A WHOLE WILL BE SHALLOW�

&IGURE �����A	 SHOWS THATType IS A POOR ATTRIBUTE� BECAUSE IT LEAVES US WITH FOUR POSSIBLE
OUTCOMES� EACH OF WHICH HAS THE SAME NUMBER OF POSITIVE AS NEGATIVE EXAMPLES� /N THE OTHER
HAND� IN �B	 WE SEE THAT Patrons IS A FAIRLY IMPORTANT ATTRIBUTE� BECAUSE IF THE VALUE IS None OR
Some � THEN WE ARE LEFT WITH EXAMPLE SETS FOR WHICH WE CAN ANSWER DElNITIVELY �No AND Yes �
RESPECTIVELY	� )F THE VALUE IS Full � WE ARE LEFT WITH A MIXED SET OF EXAMPLES� )N GENERAL� AFTER
THE lRST ATTRIBUTE TEST SPLITS UP THE EXAMPLES� EACH OUTCOME IS A NEW DECISION TREE LEARNING
PROBLEM IN ITSELF� WITH FEWER EXAMPLES AND ONE LESS ATTRIBUTE� 4HERE ARE FOUR CASES TO CONSIDER
FOR THESE RECURSIVE PROBLEMS�

�� )F THE REMAINING EXAMPLES ARE ALL POSITIVE �OR ALL NEGATIVE	� THEN WE ARE DONE� WE CAN
ANSWER Yes OR No� &IGURE �����B	 SHOWS EXAMPLES OF THIS HAPPENING IN THE None AND
Some BRANCHES�

�� )F THERE ARE SOME POSITIVE AND SOME NEGATIVE EXAMPLES� THEN CHOOSE THE BEST ATTRIBUTE TO
SPLIT THEM� &IGURE �����B	 SHOWS Hungry BEING USED TO SPLIT THE REMAINING EXAMPLES�

�� )F THERE ARE NO EXAMPLES LEFT� IT MEANS THAT NO EXAMPLE HAS BEEN OBSERVED FOR THIS COM


Russell&Norvig

⃗x 0,1
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Decisions
A decision splits the training dataset into classes.

Relative to the previous dataset, a decision over the Type attribute leads to:
3ECTION ����� ,EARNING $ECISION 4REES ���

�A	

None Some Full

Patrons?

YesNo Hungry?

�B	

No Yes

121 3 4 6 8

2 5 7 9 10 11

French Italian Thai Burger

Type?

121 3 4 6 8

2 5 7 9 10 11

1

5

6

10

4 8

2 11

123

7 9 7 11

1 3 6 8 124

2 5 9 10

124

2 105 9

)LJXUH ���� 3PLITTING THE EXAMPLES BY TESTING ON ATTRIBUTES� !T EACH NODE WE SHOW THE
POSITIVE �LIGHT BOXES	 AND NEGATIVE �DARK BOXES	 EXAMPLES REMAINING� �A	 3PLITTING ON 7\SH
BRINGS US NO NEARER TO DISTINGUISHING BETWEEN POSITIVE AND NEGATIVE EXAMPLES� �B	 3PLITTING
ON 3DWURQV DOES A GOOD JOB OF SEPARATING POSITIVE AND NEGATIVE EXAMPLES� !FTER SPLITTING ON
3DWURQV� +XQJU\ IS A FAIRLY GOOD SECOND TEST�

BINATION OF ATTRIBUTE VALUES� AND WE RETURN A DEFAULT VALUE CALCULATED FROM THE PLURALITY
CLASSIlCATION OF ALL THE EXAMPLES THAT WERE USED IN CONSTRUCTING THE NODE�S PARENT� 4HESE
ARE PASSED ALONG IN THE VARIABLE parent examples �

�� )F THERE ARE NO ATTRIBUTES LEFT� BUT BOTH POSITIVE AND NEGATIVE EXAMPLES� IT MEANS THAT
THESE EXAMPLES HAVE EXACTLY THE SAME DESCRIPTION� BUT DIFFERENT CLASSIlCATIONS� 4HIS CAN
HAPPEN BECAUSE THERE IS AN ERROR OR QRLVH IN THE DATA� BECAUSE THE DOMAIN IS NONDETER
NOISE

MINISTIC� OR BECAUSE WE CAN�T OBSERVE AN ATTRIBUTE THAT WOULD DISTINGUISH THE EXAMPLES�
4HE BEST WE CAN DO IS RETURN THE PLURALITY CLASSIlCATION OF THE REMAINING EXAMPLES�

4HE $%#)3)/.
42%%
,%!2.).' ALGORITHM IS SHOWN IN &IGURE ����� .OTE THAT THE SET OF
EXAMPLES IS CRUCIAL FOR FRQVWUXFWLQJ THE TREE� BUT NOWHERE DO THE EXAMPLES APPEAR IN THE TREE
ITSELF� ! TREE CONSISTS OF JUST TESTS ON ATTRIBUTES IN THE INTERIOR NODES� VALUES OF ATTRIBUTES ON
THE BRANCHES� AND OUTPUT VALUES ON THE LEAF NODES� 4HE DETAILS OF THE )-0/24!.#% FUNCTION
ARE GIVEN IN 3ECTION ������� 4HE OUTPUT OF THE LEARNING ALGORITHM ON OUR SAMPLE TRAINING
SET IS SHOWN IN &IGURE ����� 4HE TREE IS CLEARLY DIFFERENT FROM THE ORIGINAL TREE SHOWN IN
&IGURE ����� /NE MIGHT CONCLUDE THAT THE LEARNING ALGORITHM IS NOT DOING A VERY GOOD JOB
OF LEARNING THE CORRECT FUNCTION� 4HIS WOULD BE THE WRONG CONCLUSION TO DRAW� HOWEVER� 4HE
LEARNING ALGORITHM LOOKS AT THE H[DPSOHV� NOT AT THE CORRECT FUNCTION� AND IN FACT� ITS HYPOTHESIS
�SEE &IGURE ����	 NOT ONLY IS CONSISTENT WITH ALL THE EXAMPLES� BUT IS CONSIDERABLY SIMPLER
THAN THE ORIGINAL TREE� 4HE LEARNING ALGORITHM HAS NO REASON TO INCLUDE TESTS FOR Raining AND
Reservation � BECAUSE IT CAN CLASSIFY ALL THE EXAMPLES WITHOUT THEM� )T HAS ALSO DETECTED AN
INTERESTING AND PREVIOUSLY UNSUSPECTED PATTERN� THE lRST AUTHOR WILL WAIT FOR 4HAI FOOD ON
WEEKENDS� )T IS ALSO BOUND TO MAKE SOME MISTAKES FOR CASES WHERE IT HAS SEEN NO EXAMPLES�
&OR EXAMPLE� IT HAS NEVER SEEN A CASE WHERE THE WAIT IS �n�� MINUTES BUT THE RESTAURANT IS FULL�

WillWait = Yes

WillWait = No

Split again each leaf according to another attribute….

Russell&Norvig
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Which attribute to use? Or: how to split?3ECTION ����� ,EARNING $ECISION 4REES ���

�A	

None Some Full

Patrons?

YesNo Hungry?

�B	

No Yes

121 3 4 6 8

2 5 7 9 10 11

French Italian Thai Burger

Type?

121 3 4 6 8

2 5 7 9 10 11

1

5

6

10

4 8

2 11

123

7 9 7 11

1 3 6 8 124

2 5 9 10

124

2 105 9

)LJXUH ���� 3PLITTING THE EXAMPLES BY TESTING ON ATTRIBUTES� !T EACH NODE WE SHOW THE
POSITIVE �LIGHT BOXES	 AND NEGATIVE �DARK BOXES	 EXAMPLES REMAINING� �A	 3PLITTING ON 7\SH
BRINGS US NO NEARER TO DISTINGUISHING BETWEEN POSITIVE AND NEGATIVE EXAMPLES� �B	 3PLITTING
ON 3DWURQV DOES A GOOD JOB OF SEPARATING POSITIVE AND NEGATIVE EXAMPLES� !FTER SPLITTING ON
3DWURQV� +XQJU\ IS A FAIRLY GOOD SECOND TEST�

BINATION OF ATTRIBUTE VALUES� AND WE RETURN A DEFAULT VALUE CALCULATED FROM THE PLURALITY
CLASSIlCATION OF ALL THE EXAMPLES THAT WERE USED IN CONSTRUCTING THE NODE�S PARENT� 4HESE
ARE PASSED ALONG IN THE VARIABLE parent examples �

�� )F THERE ARE NO ATTRIBUTES LEFT� BUT BOTH POSITIVE AND NEGATIVE EXAMPLES� IT MEANS THAT
THESE EXAMPLES HAVE EXACTLY THE SAME DESCRIPTION� BUT DIFFERENT CLASSIlCATIONS� 4HIS CAN
HAPPEN BECAUSE THERE IS AN ERROR OR QRLVH IN THE DATA� BECAUSE THE DOMAIN IS NONDETER
NOISE

MINISTIC� OR BECAUSE WE CAN�T OBSERVE AN ATTRIBUTE THAT WOULD DISTINGUISH THE EXAMPLES�
4HE BEST WE CAN DO IS RETURN THE PLURALITY CLASSIlCATION OF THE REMAINING EXAMPLES�

4HE $%#)3)/.
42%%
,%!2.).' ALGORITHM IS SHOWN IN &IGURE ����� .OTE THAT THE SET OF
EXAMPLES IS CRUCIAL FOR FRQVWUXFWLQJ THE TREE� BUT NOWHERE DO THE EXAMPLES APPEAR IN THE TREE
ITSELF� ! TREE CONSISTS OF JUST TESTS ON ATTRIBUTES IN THE INTERIOR NODES� VALUES OF ATTRIBUTES ON
THE BRANCHES� AND OUTPUT VALUES ON THE LEAF NODES� 4HE DETAILS OF THE )-0/24!.#% FUNCTION
ARE GIVEN IN 3ECTION ������� 4HE OUTPUT OF THE LEARNING ALGORITHM ON OUR SAMPLE TRAINING
SET IS SHOWN IN &IGURE ����� 4HE TREE IS CLEARLY DIFFERENT FROM THE ORIGINAL TREE SHOWN IN
&IGURE ����� /NE MIGHT CONCLUDE THAT THE LEARNING ALGORITHM IS NOT DOING A VERY GOOD JOB
OF LEARNING THE CORRECT FUNCTION� 4HIS WOULD BE THE WRONG CONCLUSION TO DRAW� HOWEVER� 4HE
LEARNING ALGORITHM LOOKS AT THE H[DPSOHV� NOT AT THE CORRECT FUNCTION� AND IN FACT� ITS HYPOTHESIS
�SEE &IGURE ����	 NOT ONLY IS CONSISTENT WITH ALL THE EXAMPLES� BUT IS CONSIDERABLY SIMPLER
THAN THE ORIGINAL TREE� 4HE LEARNING ALGORITHM HAS NO REASON TO INCLUDE TESTS FOR Raining AND
Reservation � BECAUSE IT CAN CLASSIFY ALL THE EXAMPLES WITHOUT THEM� )T HAS ALSO DETECTED AN
INTERESTING AND PREVIOUSLY UNSUSPECTED PATTERN� THE lRST AUTHOR WILL WAIT FOR 4HAI FOOD ON
WEEKENDS� )T IS ALSO BOUND TO MAKE SOME MISTAKES FOR CASES WHERE IT HAS SEEN NO EXAMPLES�
&OR EXAMPLE� IT HAS NEVER SEEN A CASE WHERE THE WAIT IS �n�� MINUTES BUT THE RESTAURANT IS FULL�

Attribute1

Attribute2

Decision reached Decision reached

We split first according to Patrons:

found two cases where we can take a 
decision.


In the case (Patrons=Full) we cannot 
take a decision and split again based on 
Hungry? 


How can we decide which attribute to 
use at each step?

Russell&Norvig
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Entropy
We introduce the concept of entropy from information theory (C. Shannon, 1949).


We can associate an entropy to a random variable: the more information it contains, 
the smaller is the entropy. Often the entropy is measured in bits of information.


Examples:

1) A random variable which returns always the same value must have entropy = 0

2) A fair coin has entropy = 1bit (the information is only one: head or tail).

Definition:

If a random variable R has values rk with probability P(rk), the entropy H is



H(R) = − ∑
k

P(rk)log2 P(rk)
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Entropy

Particular case: Entropy for a boolean variable:


                        


Example: fair coin:


 bit


If a training set contains P positive cases and N negative cases, the (estimated) 
probability of a positive case is pPN = P/(P+N) and thus the entropy is:


H = H(pPN)

H = − p log2 p − (1 − p)log2(1 − p)

H = − 0.5 log2 0.5 − 0.5 log2 0.5 = − log2 0.5 = 1



Luca Doria, KPH Mainz Introduction to AI 11

Information Gain (1)

• The result of a test on a random variable will result in some acquired knowledge 
and this leads to an entropy reduction.


• If an attribute A has d different values, the training set is divided in subsets Ek each 
of which has probability pk = Pk/(Pk+Nk), where P and N are like before the 
positive and negative cases, respectively.


• If we follow the k-branch of the tree, then the entropy of the dataset in the node is 
H=H(pk) while the entropy of the whole dataset is H=H(p).


• A randomly chosen example from the dataset has a probability (Pk+Nk)/(P+N) to 
belong to the subset Ek.
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Information Gain (2)
We define the information gain as:

Gain(D, A) = H(A) − ∑
k∈Val(D)

pk + nk

p + n
H ( pk

pk + nk )
Entropy relative 
to the attribute A

The IG quantifies the reduction of entropy (or the information gain) for each choice 
of the attribute value (or: splitting the dataset according to A).

Dataset Probability of a randomly chosen 
example. Or: probability to be in 
Ek. Or: proportion of examples in 
A with value k.

Entropy of the 
subset Ek
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Information Gain (3)
Example from the restaurant choice (see before):
3ECTION ����� ,EARNING $ECISION 4REES ���

�A	

None Some Full

Patrons?

YesNo Hungry?

�B	

No Yes

121 3 4 6 8

2 5 7 9 10 11

French Italian Thai Burger

Type?

121 3 4 6 8

2 5 7 9 10 11

1

5

6

10

4 8

2 11

123

7 9 7 11

1 3 6 8 124

2 5 9 10

124

2 105 9

)LJXUH ���� 3PLITTING THE EXAMPLES BY TESTING ON ATTRIBUTES� !T EACH NODE WE SHOW THE
POSITIVE �LIGHT BOXES	 AND NEGATIVE �DARK BOXES	 EXAMPLES REMAINING� �A	 3PLITTING ON 7\SH
BRINGS US NO NEARER TO DISTINGUISHING BETWEEN POSITIVE AND NEGATIVE EXAMPLES� �B	 3PLITTING
ON 3DWURQV DOES A GOOD JOB OF SEPARATING POSITIVE AND NEGATIVE EXAMPLES� !FTER SPLITTING ON
3DWURQV� +XQJU\ IS A FAIRLY GOOD SECOND TEST�

BINATION OF ATTRIBUTE VALUES� AND WE RETURN A DEFAULT VALUE CALCULATED FROM THE PLURALITY
CLASSIlCATION OF ALL THE EXAMPLES THAT WERE USED IN CONSTRUCTING THE NODE�S PARENT� 4HESE
ARE PASSED ALONG IN THE VARIABLE parent examples �

�� )F THERE ARE NO ATTRIBUTES LEFT� BUT BOTH POSITIVE AND NEGATIVE EXAMPLES� IT MEANS THAT
THESE EXAMPLES HAVE EXACTLY THE SAME DESCRIPTION� BUT DIFFERENT CLASSIlCATIONS� 4HIS CAN
HAPPEN BECAUSE THERE IS AN ERROR OR QRLVH IN THE DATA� BECAUSE THE DOMAIN IS NONDETER
NOISE

MINISTIC� OR BECAUSE WE CAN�T OBSERVE AN ATTRIBUTE THAT WOULD DISTINGUISH THE EXAMPLES�
4HE BEST WE CAN DO IS RETURN THE PLURALITY CLASSIlCATION OF THE REMAINING EXAMPLES�

4HE $%#)3)/.
42%%
,%!2.).' ALGORITHM IS SHOWN IN &IGURE ����� .OTE THAT THE SET OF
EXAMPLES IS CRUCIAL FOR FRQVWUXFWLQJ THE TREE� BUT NOWHERE DO THE EXAMPLES APPEAR IN THE TREE
ITSELF� ! TREE CONSISTS OF JUST TESTS ON ATTRIBUTES IN THE INTERIOR NODES� VALUES OF ATTRIBUTES ON
THE BRANCHES� AND OUTPUT VALUES ON THE LEAF NODES� 4HE DETAILS OF THE )-0/24!.#% FUNCTION
ARE GIVEN IN 3ECTION ������� 4HE OUTPUT OF THE LEARNING ALGORITHM ON OUR SAMPLE TRAINING
SET IS SHOWN IN &IGURE ����� 4HE TREE IS CLEARLY DIFFERENT FROM THE ORIGINAL TREE SHOWN IN
&IGURE ����� /NE MIGHT CONCLUDE THAT THE LEARNING ALGORITHM IS NOT DOING A VERY GOOD JOB
OF LEARNING THE CORRECT FUNCTION� 4HIS WOULD BE THE WRONG CONCLUSION TO DRAW� HOWEVER� 4HE
LEARNING ALGORITHM LOOKS AT THE H[DPSOHV� NOT AT THE CORRECT FUNCTION� AND IN FACT� ITS HYPOTHESIS
�SEE &IGURE ����	 NOT ONLY IS CONSISTENT WITH ALL THE EXAMPLES� BUT IS CONSIDERABLY SIMPLER
THAN THE ORIGINAL TREE� 4HE LEARNING ALGORITHM HAS NO REASON TO INCLUDE TESTS FOR Raining AND
Reservation � BECAUSE IT CAN CLASSIFY ALL THE EXAMPLES WITHOUT THEM� )T HAS ALSO DETECTED AN
INTERESTING AND PREVIOUSLY UNSUSPECTED PATTERN� THE lRST AUTHOR WILL WAIT FOR 4HAI FOOD ON
WEEKENDS� )T IS ALSO BOUND TO MAKE SOME MISTAKES FOR CASES WHERE IT HAS SEEN NO EXAMPLES�
&OR EXAMPLE� IT HAS NEVER SEEN A CASE WHERE THE WAIT IS �n�� MINUTES BUT THE RESTAURANT IS FULL�

Gain(Patrons) = 1 − [ 2
12

H(
0
2

) +
4
12

H(
4
4

) +
6
12

H(
2
6

)] ≈ 0.54 bits

Splitting the sample according to Patrons will lead to a 0.54 
bits of information gain. If you repeat the calculation for Type, 
you will get zero (check!). —> Patrons is a better variable to 
use first (maximum information gain).

Russell&Norvig
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Training a Decision Tree

The output of the training will be a sequence of splittings induced by a sequence of attributes, chosen with the 
criterium of maximum information gain. Ideally, the tree resulting from the training should be the smallest one. In its 
generality, the problem is intractable, but with the previous heuristics (splitting first with attributes giving the 
maximum information gain), a good result can be found.

��� #HAPTER ��� ,EARNING FROM %XAMPLES

IXQFWLRQ $%#)3)/.
42%%
,%!2.).'�examples �attributes�parent examples	 UHWXUQV
A TREE

LI examples IS EMPTY WKHQ UHWXUQ 0,52!,)49
6!,5%�parent examples	
HOVH LI ALL examples HAVE THE SAME CLASSIlCATION WKHQ UHWXUQ THE CLASSIlCATION
HOVH LI attributes IS EMPTY WKHQ UHWXUQ 0,52!,)49
6!,5%�examples	
HOVH

A← argmaxa ∈ attributes )-0/24!.#%(a, examples)
tree← A NEW DECISION TREE WITH ROOT TEST A
IRU HDFK VALUE v k OF A GR

exs← {e : e∈ examples DQG e. A = v k}
subtree←$%#)3)/.
42%%
,%!2.).'�exs�attributes −A� examples	
ADD A BRANCH TO tree WITH LABEL (A = vk) AND SUBTREE subtree

UHWXUQ tree

)LJXUH ���� 4HE DECISION
TREE LEARNING ALGORITHM� 4HE FUNCTION )-0/24!.#% IS DE

SCRIBED IN 3ECTION ������� 4HE FUNCTION 0,52!,)49
6!,5% SELECTS THE MOST COMMON OUTPUT
VALUE AMONG A SET OF EXAMPLES� BREAKING TIES RANDOMLY�

None Some Full

Patrons?

No Yes

No  Yes

Hungry?

No

No  Yes

Fri/Sat?

YesNo

Yes

Type?

French Italian Thai Burger

Yes No

)LJXUH ���� 4HE DECISION TREE INDUCED FROM THE ��
EXAMPLE TRAINING SET�

)N THAT CASE IT SAYS NOT TO WAIT WHEN Hungry IS FALSE� BUT ) �32	 WOULD CERTAINLY WAIT� 7ITH
MORE TRAINING EXAMPLES THE LEARNING PROGRAM COULD CORRECT THIS MISTAKE�

7E NOTE THERE IS A DANGER OF OVER
INTERPRETING THE TREE THAT THE ALGORITHM SELECTS� 7HEN
THERE ARE SEVERAL VARIABLES OF SIMILAR IMPORTANCE� THE CHOICE BETWEEN THEM IS SOMEWHAT ARBI

TRARY� WITH SLIGHTLY DIFFERENT INPUT EXAMPLES� A DIFFERENT VARIABLE WOULD BE CHOSEN TO SPLIT ON
lRST� AND THE WHOLE TREE WOULD LOOK COMPLETELY DIFFERENT� 4HE FUNCTION COMPUTED BY THE TREE
WOULD STILL BE SIMILAR� BUT THE STRUCTURE OF THE TREE CAN VARY WIDELY�

7E CAN EVALUATE THE ACCURACY OF A LEARNING ALGORITHM WITH A OHDUQLQJ FXUYH� AS SHOWNLEARNING CURVE

IN &IGURE ����� 7E HAVE ��� EXAMPLES AT OUR DISPOSAL� WHICH WE SPLIT INTO A TRAINING SET AND

Max Gain

Selects most common 
output value among an 
examples set, breaking 
ties randomly.

Recursion
e e e,
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Training a Decision Tree3ECTION ����� ,EARNING $ECISION 4REES ���

���

���

���

���

���

���

�

� �� �� �� �� ���

0R
OP
OR
TIO
N�
CO
RR
EC
T�O
N�
TE
ST
�S
ET

4RAINING�SET�SIZE

)LJXUH ���� ! LEARNING CURVE FOR THE DECISION TREE LEARNING ALGORITHM ON ��� RANDOMLY
GENERATED EXAMPLES IN THE RESTAURANT DOMAIN� %ACH DATA POINT IS THE AVERAGE OF �� TRIALS�

A TEST SET� 7E LEARN A HYPOTHESIS h WITH THE TRAINING SET AND MEASURE ITS ACCURACY WITH THE TEST
SET� 7E DO THIS STARTING WITH A TRAINING SET OF SIZE � AND INCREASING ONE AT A TIME UP TO SIZE
��� &OR EACH SIZE WE ACTUALLY REPEAT THE PROCESS OF RANDOMLY SPLITTING �� TIMES� AND AVERAGE
THE RESULTS OF THE �� TRIALS� 4HE CURVE SHOWS THAT AS THE TRAINING SET SIZE GROWS� THE ACCURACY
INCREASES� �&OR THIS REASON� LEARNING CURVES ARE ALSO CALLED KDSS\ JUDSKV�	 )N THIS GRAPH WE
REACH ��� ACCURACY� AND IT LOOKS LIKE THE CURVE MIGHT CONTINUE TO INCREASE WITH MORE DATA�

������ &KRRVLQJ DWWULEXWH WHVWV
4HE GREEDY SEARCH USED IN DECISION TREE LEARNING IS DESIGNED TO APPROXIMATELY MINIMIZE THE
DEPTH OF THE lNAL TREE� 4HE IDEA IS TO PICK THE ATTRIBUTE THAT GOES AS FAR AS POSSIBLE TOWARD
PROVIDING AN EXACT CLASSIlCATION OF THE EXAMPLES� ! PERFECT ATTRIBUTE DIVIDES THE EXAMPLES
INTO SETS� EACH OF WHICH ARE ALL POSITIVE OR ALL NEGATIVE AND THUS WILL BE LEAVES OF THE TREE� 4HE
Patrons ATTRIBUTE IS NOT PERFECT� BUT IT IS FAIRLY GOOD� ! REALLY USELESS ATTRIBUTE� SUCH AS Type �
LEAVES THE EXAMPLE SETS WITH ROUGHLY THE SAME PROPORTION OF POSITIVE AND NEGATIVE EXAMPLES
AS THE ORIGINAL SET�

!LL WE NEED� THEN� IS A FORMAL MEASURE OF hFAIRLY GOODv AND hREALLY USELESSv AND WE CAN
IMPLEMENT THE )-0/24!.#% FUNCTION OF &IGURE ����� 7E WILL USE THE NOTION OF INFORMATION
GAIN� WHICH IS DElNED IN TERMS OF HQWURS\� THE FUNDAMENTAL QUANTITY IN INFORMATION THEORYENTROPY

�3HANNON AND 7EAVER� ����	�
%NTROPY IS A MEASURE OF THE UNCERTAINTY OF A RANDOM VARIABLE� ACQUISITION OF INFORMATION

CORRESPONDS TO A REDUCTION IN ENTROPY� ! RANDOM VARIABLE WITH ONLY ONE VALUE�A COIN THAT
ALWAYS COMES UP HEADS�HAS NO UNCERTAINTY AND THUS ITS ENTROPY IS DElNED AS ZERO� THUS� WE
GAIN NO INFORMATION BY OBSERVING ITS VALUE� ! mIP OF A FAIR COIN IS EQUALLY LIKELY TO COME UP
HEADS OR TAILS� � OR �� AND WE WILL SOON SHOW THAT THIS COUNTS AS h� BITv OF ENTROPY� 4HE ROLL
OF A FAIR IRXU
SIDED DIE HAS � BITS OF ENTROPY� BECAUSE IT TAKES TWO BITS TO DESCRIBE ONE OF FOUR
EQUALLY PROBABLE CHOICES� .OW CONSIDER AN UNFAIR COIN THAT COMES UP HEADS ��� OF THE TIME�
)NTUITIVELY� THIS COIN HAS LESS UNCERTAINTY THAN THE FAIR COIN�IF WE GUESS HEADS WE�LL BE WRONG
ONLY �� OF THE TIME�SO WE WOULD LIKE IT TO HAVE AN ENTROPY MEASURE THAT IS CLOSE TO ZERO� BUT

Russell&Norvig

Learning curve for 100 randomly generated examples
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Output Example

��� #HAPTER ��� ,EARNING FROM %XAMPLES

IXQFWLRQ $%#)3)/.
42%%
,%!2.).'�examples �attributes�parent examples	 UHWXUQV
A TREE

LI examples IS EMPTY WKHQ UHWXUQ 0,52!,)49
6!,5%�parent examples	
HOVH LI ALL examples HAVE THE SAME CLASSIlCATION WKHQ UHWXUQ THE CLASSIlCATION
HOVH LI attributes IS EMPTY WKHQ UHWXUQ 0,52!,)49
6!,5%�examples	
HOVH

A← argmaxa ∈ attributes )-0/24!.#%(a, examples)
tree← A NEW DECISION TREE WITH ROOT TEST A
IRU HDFK VALUE v k OF A GR

exs← {e : e∈ examples DQG e. A = v k}
subtree←$%#)3)/.
42%%
,%!2.).'�exs�attributes −A� examples	
ADD A BRANCH TO tree WITH LABEL (A = vk) AND SUBTREE subtree

UHWXUQ tree

)LJXUH ���� 4HE DECISION
TREE LEARNING ALGORITHM� 4HE FUNCTION )-0/24!.#% IS DE

SCRIBED IN 3ECTION ������� 4HE FUNCTION 0,52!,)49
6!,5% SELECTS THE MOST COMMON OUTPUT
VALUE AMONG A SET OF EXAMPLES� BREAKING TIES RANDOMLY�

None Some Full

Patrons?

No Yes

No  Yes

Hungry?

No

No  Yes

Fri/Sat?

YesNo

Yes

Type?

French Italian Thai Burger

Yes No

)LJXUH ���� 4HE DECISION TREE INDUCED FROM THE ��
EXAMPLE TRAINING SET�

)N THAT CASE IT SAYS NOT TO WAIT WHEN Hungry IS FALSE� BUT ) �32	 WOULD CERTAINLY WAIT� 7ITH
MORE TRAINING EXAMPLES THE LEARNING PROGRAM COULD CORRECT THIS MISTAKE�

7E NOTE THERE IS A DANGER OF OVER
INTERPRETING THE TREE THAT THE ALGORITHM SELECTS� 7HEN
THERE ARE SEVERAL VARIABLES OF SIMILAR IMPORTANCE� THE CHOICE BETWEEN THEM IS SOMEWHAT ARBI

TRARY� WITH SLIGHTLY DIFFERENT INPUT EXAMPLES� A DIFFERENT VARIABLE WOULD BE CHOSEN TO SPLIT ON
lRST� AND THE WHOLE TREE WOULD LOOK COMPLETELY DIFFERENT� 4HE FUNCTION COMPUTED BY THE TREE
WOULD STILL BE SIMILAR� BUT THE STRUCTURE OF THE TREE CAN VARY WIDELY�

7E CAN EVALUATE THE ACCURACY OF A LEARNING ALGORITHM WITH A OHDUQLQJ FXUYH� AS SHOWNLEARNING CURVE

IN &IGURE ����� 7E HAVE ��� EXAMPLES AT OUR DISPOSAL� WHICH WE SPLIT INTO A TRAINING SET AND

Russell&Norvig
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Fitting

CHAPTER 4. APPROXIMATION AND INTERPOLATION

4.7 Linear Interpolation with the Least Squares
Method

Let’s assume we would like to approximate a dataset (xi, yi) (i = 1, .., N) with a
linear function of the form f (x) = a + bx. The error function will be

E(a, b) = Â
i
[yi � (a + bxi)]

2 . (4.37)

Di�erentiating with respect to the parameters for minimizing the error

∂E
∂a

= �2
N

Â
i
[yi � (a + bxi)] = 0 , (4.38)

∂E
∂b

= �2
N

Â
i
[yi � (a + bxi)]xi = 0 , (4.39)

which leads to the following result

Na + b Â
i

xi = Â
i

yi , (4.40)

a Â
i

xi + b Â
i

x2
i = Â

i
xiyi . (4.41)

Solving for the parameters a and b, we have

a =
Âi yi Âi x2

i � Âi xi Âi xiyi

N Âi x2
i � (Âi xi)

2 , (4.42)

b =
N Âi xiyi � Âi xi Âi yi

N Âi x2
i � (Âi xi)

2 . (4.43)

A more suggestive form of the equations can be obtained introducing the defini-
tions

Ns2
xx = Â

i
(xi � x̄)2 =

 

Â
i

x2
i

!
� Nx̄2 , (4.44)

60

CHAPTER 4. APPROXIMATION AND INTERPOLATION

Figure 4.4: Linear fit of a set of 30 data points generated with function
f (x) = a + bx + RDM and parameters a = 0, b = 1. RDM is a random
number in the range [-2,2].

Here and in the following, for simplifying the notation we assume that all the sums
are made over the entire available dataset: ÂN

i=0 ! Âi.
The previous equation gives a measure of the “dispersion” of the data around the
fitted line 1. Having a definition for sy, we can now apply error propagation to the
coe�cients a and b:

s2
a = Â

i

✓
∂a
∂yi

◆2
s2

y ,

s2
b = Â

i

✓
∂b
∂yi

◆2
s2

y ,

where a and b are expressed by Eqs. 4.42 and 4.43.
In the following , we consider the angular coe�cient b and start with calculating

1Statistically, the correct formula has an N-2 in the denominator instead of N. This
comes for compensating for the previous knowledge of the two parameters a and b.
The formula in general can be justified with the maximum likelihood principle applied
to gaussian distributed data: in this discussion we neglect these statistical details for
concentrating more on the algorithms themselves.

62

General problem: find a function which fits data points (the “examples”).

Example: linear fit:

Problem: did we choose the correct function? 

Is the function too simple or too complex?

y=ax+b
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��� #HAPTER ��� ,EARNING FROM %XAMPLES

�C	�A	 �B	 �D	
[ [ [ [

I�[	 I�[	 I�[	 I�[	

)LJXUH ���� �A	 %XAMPLE (x, f (x)) PAIRS AND A CONSISTENT� LINEAR HYPOTHESIS� �B	 ! CON

SISTENT� DEGREE
� POLYNOMIAL HYPOTHESIS FOR THE SAME DATA SET� �C	 ! DIFFERENT DATA SET� WHICH
ADMITS AN EXACT DEGREE
� POLYNOMIAL lT OR AN APPROXIMATE LINEAR lT� �D	 ! SIMPLE� EXACT
SINUSOIDAL lT TO THE SAME DATA SET�

JHQHUDOL]HV WELL IF IT CORRECTLY PREDICTS THE VALUE OF y FOR NOVEL EXAMPLES� 3OMETIMES THEGENERALIZATION

FUNCTION f IS STOCHASTIC�IT IS NOT STRICTLY A FUNCTION OF x � AND WHAT WE HAVE TO LEARN IS A
CONDITIONAL PROBABILITY DISTRIBUTION� 3(Y | x)�

7HEN THE OUTPUT y IS ONE OF A lNITE SET OF VALUES �SUCH AS VXQQ\� FORXG\ OR UDLQ\	�
THE LEARNING PROBLEM IS CALLED FODVVL¿FDWLRQ� AND IS CALLED "OOLEAN OR BINARY CLASSIlCATIONCLASSIFICATION

IF THERE ARE ONLY TWO VALUES� 7HEN y IS A NUMBER �SUCH AS TOMORROW�S TEMPERATURE	� THE
LEARNING PROBLEM IS CALLED UHJUHVVLRQ� �4ECHNICALLY� SOLVING A REGRESSION PROBLEM IS lNDINGREGRESSION

A CONDITIONAL EXPECTATION OR AVERAGE VALUE OF y � BECAUSE THE PROBABILITY THAT WE HAVE FOUND
H[DFWO\ THE RIGHT REAL
VALUED NUMBER FOR y IS ��	

&IGURE ���� SHOWS A FAMILIAR EXAMPLE� lTTING A FUNCTION OF A SINGLE VARIABLE TO SOME DATA
POINTS� 4HE EXAMPLES ARE POINTS IN THE (x, y ) PLANE� WHERE y = f (x)� 7E DON�T KNOW WHAT f
IS� BUT WE WILL APPROXIMATE IT WITH A FUNCTION h SELECTED FROM A K\SRWKHVLV VSDFH� H� WHICHHYPOTHESIS SPACE

FOR THIS EXAMPLE WE WILL TAKE TO BE THE SET OF POLYNOMIALS� SUCH AS x5+3x2+2� &IGURE �����A	
SHOWS SOME DATA WITH AN EXACT lT BY A STRAIGHT LINE �THE POLYNOMIAL 0. 4x + 3	� 4HE LINE IS
CALLED A FRQVLVWHQW HYPOTHESIS BECAUSE IT AGREES WITH ALL THE DATA� &IGURE �����B	 SHOWS A HIGH
CONSISTENT

DEGREE POLYNOMIAL THAT IS ALSO CONSISTENT WITH THE SAME DATA� 4HIS ILLUSTRATES A FUNDAMENTAL
PROBLEM IN INDUCTIVE LEARNING� KRZ GR ZH FKRRVH IURP DPRQJ PXOWLSOH FRQVLVWHQW K\SRWKHVHV"
/NE ANSWER IS TO PREFER THE VLPSOHVW HYPOTHESIS CONSISTENT WITH THE DATA� 4HIS PRINCIPLE IS
CALLED2FNKDP¶V UD]RU� AFTER THE ��TH
CENTURY %NGLISH PHILOSOPHER 7ILLIAM OF /CKHAM� WHOOCKHAM’S RAZOR

USED IT TO ARGUE SHARPLY AGAINST ALL SORTS OF COMPLICATIONS� $ElNING SIMPLICITY IS NOT EASY� BUT
IT SEEMS CLEAR THAT A DEGREE
� POLYNOMIAL IS SIMPLER THAN A DEGREE
� POLYNOMIAL� AND THUS �A	
SHOULD BE PREFERRED TO �B	� 7E WILL MAKE THIS INTUITION MORE PRECISE IN 3ECTION �������

&IGURE �����C	 SHOWS A SECOND DATA SET� 4HERE IS NO CONSISTENT STRAIGHT LINE FOR THIS
DATA SET� IN FACT� IT REQUIRES A DEGREE
� POLYNOMIAL FOR AN EXACT lT� 4HERE ARE JUST � DATA
POINTS� SO A POLYNOMIAL WITH � PARAMETERS DOES NOT SEEM TO BE lNDING ANY PATTERN IN THE
DATA AND WE DO NOT EXPECT IT TO GENERALIZE WELL� ! STRAIGHT LINE THAT IS NOT CONSISTENT WITH
ANY OF THE DATA POINTS� BUT MIGHT GENERALIZE FAIRLY WELL FOR UNSEEN VALUES OF x � IS ALSO SHOWN
IN �C	� ,Q JHQHUDO� WKHUH LV D WUDGHRII EHWZHHQ FRPSOH[ K\SRWKHVHV WKDW ¿W WKH WUDLQLQJ GDWD
ZHOO DQG VLPSOHU K\SRWKHVHV WKDW PD\ JHQHUDOL]H EHWWHU� )N &IGURE �����D	 WE EXPAND THE

Overfitting��� #HAPTER ��� ,EARNING FROM %XAMPLES

�C	�A	 �B	 �D	
[ [ [ [

I�[	 I�[	 I�[	 I�[	

)LJXUH ���� �A	 %XAMPLE (x, f (x)) PAIRS AND A CONSISTENT� LINEAR HYPOTHESIS� �B	 ! CON

SISTENT� DEGREE
� POLYNOMIAL HYPOTHESIS FOR THE SAME DATA SET� �C	 ! DIFFERENT DATA SET� WHICH
ADMITS AN EXACT DEGREE
� POLYNOMIAL lT OR AN APPROXIMATE LINEAR lT� �D	 ! SIMPLE� EXACT
SINUSOIDAL lT TO THE SAME DATA SET�

JHQHUDOL]HV WELL IF IT CORRECTLY PREDICTS THE VALUE OF y FOR NOVEL EXAMPLES� 3OMETIMES THEGENERALIZATION

FUNCTION f IS STOCHASTIC�IT IS NOT STRICTLY A FUNCTION OF x � AND WHAT WE HAVE TO LEARN IS A
CONDITIONAL PROBABILITY DISTRIBUTION� 3(Y | x)�

7HEN THE OUTPUT y IS ONE OF A lNITE SET OF VALUES �SUCH AS VXQQ\� FORXG\ OR UDLQ\	�
THE LEARNING PROBLEM IS CALLED FODVVL¿FDWLRQ� AND IS CALLED "OOLEAN OR BINARY CLASSIlCATIONCLASSIFICATION

IF THERE ARE ONLY TWO VALUES� 7HEN y IS A NUMBER �SUCH AS TOMORROW�S TEMPERATURE	� THE
LEARNING PROBLEM IS CALLED UHJUHVVLRQ� �4ECHNICALLY� SOLVING A REGRESSION PROBLEM IS lNDINGREGRESSION

A CONDITIONAL EXPECTATION OR AVERAGE VALUE OF y � BECAUSE THE PROBABILITY THAT WE HAVE FOUND
H[DFWO\ THE RIGHT REAL
VALUED NUMBER FOR y IS ��	

&IGURE ���� SHOWS A FAMILIAR EXAMPLE� lTTING A FUNCTION OF A SINGLE VARIABLE TO SOME DATA
POINTS� 4HE EXAMPLES ARE POINTS IN THE (x, y ) PLANE� WHERE y = f (x)� 7E DON�T KNOW WHAT f
IS� BUT WE WILL APPROXIMATE IT WITH A FUNCTION h SELECTED FROM A K\SRWKHVLV VSDFH� H� WHICHHYPOTHESIS SPACE

FOR THIS EXAMPLE WE WILL TAKE TO BE THE SET OF POLYNOMIALS� SUCH AS x5+3x2+2� &IGURE �����A	
SHOWS SOME DATA WITH AN EXACT lT BY A STRAIGHT LINE �THE POLYNOMIAL 0. 4x + 3	� 4HE LINE IS
CALLED A FRQVLVWHQW HYPOTHESIS BECAUSE IT AGREES WITH ALL THE DATA� &IGURE �����B	 SHOWS A HIGH
CONSISTENT

DEGREE POLYNOMIAL THAT IS ALSO CONSISTENT WITH THE SAME DATA� 4HIS ILLUSTRATES A FUNDAMENTAL
PROBLEM IN INDUCTIVE LEARNING� KRZ GR ZH FKRRVH IURP DPRQJ PXOWLSOH FRQVLVWHQW K\SRWKHVHV"
/NE ANSWER IS TO PREFER THE VLPSOHVW HYPOTHESIS CONSISTENT WITH THE DATA� 4HIS PRINCIPLE IS
CALLED2FNKDP¶V UD]RU� AFTER THE ��TH
CENTURY %NGLISH PHILOSOPHER 7ILLIAM OF /CKHAM� WHOOCKHAM’S RAZOR

USED IT TO ARGUE SHARPLY AGAINST ALL SORTS OF COMPLICATIONS� $ElNING SIMPLICITY IS NOT EASY� BUT
IT SEEMS CLEAR THAT A DEGREE
� POLYNOMIAL IS SIMPLER THAN A DEGREE
� POLYNOMIAL� AND THUS �A	
SHOULD BE PREFERRED TO �B	� 7E WILL MAKE THIS INTUITION MORE PRECISE IN 3ECTION �������

&IGURE �����C	 SHOWS A SECOND DATA SET� 4HERE IS NO CONSISTENT STRAIGHT LINE FOR THIS
DATA SET� IN FACT� IT REQUIRES A DEGREE
� POLYNOMIAL FOR AN EXACT lT� 4HERE ARE JUST � DATA
POINTS� SO A POLYNOMIAL WITH � PARAMETERS DOES NOT SEEM TO BE lNDING ANY PATTERN IN THE
DATA AND WE DO NOT EXPECT IT TO GENERALIZE WELL� ! STRAIGHT LINE THAT IS NOT CONSISTENT WITH
ANY OF THE DATA POINTS� BUT MIGHT GENERALIZE FAIRLY WELL FOR UNSEEN VALUES OF x � IS ALSO SHOWN
IN �C	� ,Q JHQHUDO� WKHUH LV D WUDGHRII EHWZHHQ FRPSOH[ K\SRWKHVHV WKDW ¿W WKH WUDLQLQJ GDWD
ZHOO DQG VLPSOHU K\SRWKHVHV WKDW PD\ JHQHUDOL]H EHWWHU� )N &IGURE �����D	 WE EXPAND THE

Linerar Fit 5th-deg. polynomial

In the left-case, the line seems to describe the points.

In the right case, the line generically describes the points but a more complex 
function interpolates them.

Problem: are the points on a straight line + “noise” or are they really coming from a 
5th-order polynomial.

If not, the 5th-order polynomial is just “learning noise”, or overfitting!
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Avoiding Overfitting in DTs

In general:

- Likelihood of overfitting increased with more attributes (parameters)

- Likelihood of overfitting decreases with more examples.


For DTs: Pruning Technique

- Eliminate a tree’s node if it splits the sample in subsets with similar proportions of 

positives.

- This means a small Gain.

- How small?
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DT Pruning (1)
- Use a statistical significance test.

- Null hypothesis: the attribute is irrelevant and the gain is zero (for an infinite set).

- Can we reject statistically the null hypothesis?

- We would like to calculate the probability that under the null hypothesis a sample 

with size N=p+n exhibits the observed deviation from the expected distribution of 
positive and negative examples.


- Expected positives and negatives:

̂p = p
pk + nk

p + n
̂n = n

pk + nk

p + n

These are the expected numbers assuming the null hypothesis, i.e. irrelevance of 
the attribute.
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DT Pruning (2)

For assessing the deviation from the hypothesis we can use the  measure:χ2

χ2 =
d

∑
k=1

(pk − ̂pk)2

̂pk
+

(nk − ̂nk)2

̂nk
⇔ ∑

i

(Oi − Ei)2

Ei

The last variable is distributed following the 
 distribution with d-1 degrees of freedom 

which can be used for calculating the 
significance.

χ2
Probability that the  is 
larger than the one found.

χ2
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DT Pruning (3)
Example ROOT 80 data points

A B

30 positive

10 negative

10 positive

30 negative Observed = 40Observed = 40

Expected = 

…and so on..̂p = p
pk + nk

p + n
= 40 ×

40
80

= 20

χ2
A =

(30 − 20)2

20
+

(10 − 20)2

20
= 10

χ2
B =

(10 − 20)2

20
+

(30 − 20)2

20
= 10

d=2 —> Integrate a chi-square distribution for 1 
degree of freedom. Integral = 3.8 < 10 : no puning.

If the integral were > 3.8: prune the node.
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Boosting: Boosted Decision Trees
Basic idea of boosting: 

Examples that are wrongly classified by the current model are given more weight, so 
another model will focus more on these hard cases.


A boosting algorithm: AdaBoost (Adaptive Boosting, Ensemble Learning Algorithm)


1) Initialize Weights: Each observation in the training dataset is assigned an equal 
weight initially.


2) Train a “weak learner” (small tree) on the weighted dataset.

3) Calculate error: total weight of the misclassified examples.

4) Compute the weight of the weak learner based on its error (lower error, higher 

weights)

5) Update weights: increase weights of misclassified examples.

6) Combine the weak learners: the model is a weighted sum of the learners.
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AdaBoost (more details)
- Assign weight wi to the i-th example in the dataset.

- Train the weak learner ht on the weighted dataset (often a tree with 1 level).

- Calculate the error of the misclassified examples: 


- Weight for the weak learner: : low error  high weight


- Update weights (BOOSTING):  and normalise: 


- Final model (weighted sum): 


et = ∑
i

wi ⋅ I(yi ≠ ht(xi))

αi =
1
2

log ( 1 − et

et ) →

wt+1
i = wt

ie
αt⋅I wt+1

i = wt+1
i /(∑

i

wt+1
i )

H(x) = sign (∑
t

αtht)
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• AdaBoost is powerful because effectively reduces bias and variance.


• It can be sensitive to noisy data and outliers since these can receive very high 

weights.


• Boosting can significantly improve the predictive accuracy of the model.


• Boosting can overfit, but in general it is more robust to overfitting compared to 

other methods.


• Other boosting procedures exist (e.g. Gradient Boosting)


•

Boosting Algorithms
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Support Vector Machines
Before a suitable HW was available to train large neural networks (~2000s), support 
vector machines enjoyed big popularity.


Advantages:

- Can work on non-linear separation problems

- Computationally simple and fast to train

- Avoid/reduce the multiple-minima problem typical of NNs.


Idea: margin maximisation
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Support Vector Machines

adapted from: Wikipedia

Class 1

Class 2

• In this example, a linear separation is 
possible.


• We define the plane 

• Find the vector w that maximises the 

margin.

• Commonly, the output of an SVM is 

+1 or -1, corresponding to the two 
classes:


    Class 1: wx-b=+1 (Plane 1)

    Class 2: wx-b=-1  (Plane 2)


Distance between the planes: 2/||w|| .

We would like to maximise it.

⃗w ⋅ ⃗x = b

Sep
ar

ati
ng p

lan
e

Margin
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Support Vector Machines

Starting point: decision function  
f(x) = wx + b

Minimization problem:

“Soft-margin” case:
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Support Vector Machines
Lagrangian formulation:

Lagrange multipliers Lagrange multipliers

Constraints
Function to minimise
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Support Vector Machines
Minimization:



Luca Doria, KPH Mainz Introduction to AI 31

Support Vector Machines

Substituting in the original lagrangian we get the dual representation:

Notice the dot-product: relevant for the “Kernel trick”, see next slides.
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Support Vector Machines

Dual minimisation problem:

with constraints:

This is a quadratic optimisation problem: many algorithms exist for solving it.



Luca Doria, KPH Mainz Introduction to AI 33

Support Vector Machines

Once the previous QOP is solved:

Decision function:
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Support Vector Machines
The “Kernel Trick”:

When the data are not linearly separable, we can transform it into an higher-
dimensional space applying a kernel to the input vectors. In the higher-dimensional 
space, the data might be (better) separable.

Commonly used kernes are:

adapted from: Wikipedia
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Summary
Two machine learning algorithms: Decision trees and Support Vector Machines


• The notion of information gain and entropy can be used for decision trees.


• Branch pruning and boosting can significantly improve DTs.


• SVMs are efficient classifiers.


• Computationally affordable (with limits).


• Based on a well-known quadratic optimisation problem.


• Quite good for high-dimensional problems (many features).


• The application to a kernel instead of a dot-product can generalize them to non-
linearly separable problems.


