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Abstract

An unbinned method to search for localized cosmic particle sources is presented. The ex-pected source shape, the measured background shape, and the estimated angular resolution
of individual tracks are used to construct a likelihood function. Estimates of the flux, the
position and - in particular - the significance of a source can be readily obtained. A full
confidence belt construction to deduce flux limits is presented. General statistical issues
when searching for sources of unknown position are discussed.
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1 Introduction

This paper describes a procedure to search for localized cosmic particle sources
in a given set of events. The procedure will be discussed in the context of a neu-trino point source search done with a neutrino telescope stationed at the geographic
South Pole (AMANDA [3] and IceCube [1]). Modifications to either search for
extended objects or to use neutrino or cosmic ray experiments at other locations
should be straight forward.

The discussion is limited to the case of only one source in the field of view of the
detector, the flux and position of which is to be determined. Again extensions to
more complicated cases should not be problematic.

In contrast to the standard binned search used in the field ([2]), the method pre-sented does not use a search grid on the sky. Hence it does not suffer from efficiency
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losses due to the bin size or a fixed search grid. An unbinned search tremendously improves the accuracy of the measurement of the source position.

In addition, the method introduces an elegant way to weight single events depending on individual properties, which is impossible in a binned approach, where an event is either inside or outside a predefined search bin. That makes it possible to make use of information in addition to the mere direction like the reconstructed energy or the angular resolution of an event.

The paper is organized as follows. First it discusses the information being used as input (section 2). This includes the construction of functions that describe the assumed signal and measured background shapes. In section 3 the likelihood function is constructed and the statistical estimates for source flux, source location, and significance $\hat{\zeta}$ are obtained. The latter is discussed in some detail in section 4. Section 5 shows an example for a significance estimate with and without a source present. Using $\hat{\zeta}$ as a measured quantity, section 6 details the construction of confidence plots to arrive at flux limits. Section 7 discusses the accuracy of the source position measurement. Section 8 presents statistical issues and solution ansatzes associated with the search for cosmic particle sources of unknown location. The paper closes with a brief discussion (section 9).

2 Input

The data set this search method is applied to consists of a set of events. For each event only a limited set of properties is used, i.e. its direction represented by its declination $\delta \in [-90^\circ, 90^\circ]$ and its right ascension $\alpha \in [0\text{h}, 24\text{h}]$, and its angular resolution $\sigma$. This uncertainty in directional reconstruction is described by a two-dimensional Gaussian covariance matrix, corresponding to a $1\sigma$ confidence ellipse.

Next the normalized distributions of background events $B = B(\alpha, \delta)$ and signal events $S = S(\alpha, \delta, \sigma; x_0)$ shall be constructed, with $x_0$ describing the position of the source. The knowledge of these distributions is sufficient to arrive at a significance estimate. In order to obtain confidence limits on the flux, the respective confidence belts need to be constructed using a Monte Carlo simulation (see section 6). The required additional information is discussed in subsection 2.2.

The coordinate system appropriate for the background function corresponds to the surface of a sphere described by $\alpha, \delta$, as detailed above. For a localized source it is advisable to use local coordinates that describe the vicinity of the source accurately well, but avoid the pitfalls that come with curved surfaces. The system used has its origin at the assumed location of the source and neglects the curvature. This can be envisioned as approximating the surface of the sphere by a tangent plane. For small distances (up to $5^\circ$ or $10^\circ$) the introduced differences are negligible (less than
0.03\% or 1.3\%, respectively). As a convention, the vertical axes in the local systems are always chosen such that they point towards the North Pole.

2.1 Background and signal distributions

The background distribution is obtained from the data, based on the assumption that a possible signal is small in comparison and will not distort the background. Alternatively, particular areas of the sky that correspond to known sources or to the search region could be omitted when determining the background.

The signal distribution is a convolution of three functions describing the source extension, a possible distortion introduced by the messenger, and the detector resolution.

The appropriate coordinate system to carry out the convolution is a local system around the position of the source, as discussed at the beginning of this section\(^1\).

As the resolution is different for each event, so is the shape of the signal distribution. Note that the convolution described above is only required in the case of the signal distribution. For the background the measured distribution is used, hence the convolution has already been carried out by nature.

2.2 Additional information

If one wants to simulate a set of events, some more information is required.

First the resolution distributions for signal and background need to be known. For the latter they can be obtained from the data, for the former one relies on Monte Carlo simulations. Due to the detector geometry, the resolution may depend on the direction of an event.

Next, the relation between an incident total (neutrino) signal flux \(\Phi_{\nu}^{sg}\) and a resulting number of detected events \(\mu_{sg}\) observed during the livetime \(T_L\) must be known:

\[
\mu_{sg} = \Phi_{sg}^{\nu} \cdot \bar{A}_{\nu}^{eff} \cdot T_L \cdot \epsilon_{bin} .
\]

\(^1\) Note that the local coordinate system attached to the source location and the one used to obtain the detector resolution confidence ellipse need not be identical, as the first corresponds to the tangent plane at the source and the second to the tangent plane at each respective event. In both cases the local vertical axes point towards the North Pole. Thus typically they will be connected by a rotation (and a translation due to the different origins).
The constant of proportionality $\bar{A}^{\nu}_{\text{eff}}$ is called energy-averaged effective area. It depends on the assumed energy spectrum and the direction (declination). A bin efficiency $\epsilon^{\text{bin}}$ has been added. For the method presented $\epsilon^{\text{bin}} = 1$ in contrast to binned searches.

Last but not least the number of background events $N_{\text{bg}}$ is needed. For each simulated set of events it is drawn from a Poisson distribution with an expectation value equal to the observed number of events in the data set under study.

2.3 The distributions used in this paper

All plots shown in this paper have been made using a toy Monte Carlo simulation, modelled to resemble AMANDA data as presented in [2].

For telescopes at the geographic South Pole all distributions are independent of right ascension. In particular, the background can be described by the histogram of declination values of the observed events. It can be smoothed by an appropriate fit function in order to minimize fluctuations\(^2\).

The search is restricted to a point source signal, represented by a delta distribution. In case of charged current $\nu_\mu$ interactions, the messenger distortion is due to the angle between the incident muon neutrino and the muon direction of flight. For sake of simplicity, the messenger distortion is approximated as a spherically symmetric Gaussian. The detector resolution is derived for each reconstructed track individually (as detailed in [9]). The convolution discussed in section 2.1 corresponds to adding the respective covariance matrices.

The average number of background events is taken to be either $N_{\text{bg}} = 700$ or $N_{\text{bg}} = 3500$, corresponding to one year or five years of AMANDA data, respectively. Their declination distribution (over the Northern hemisphere, i.e. $\delta \geq 0^\circ$) is parameterized by a higher order polynomial (not shown).

The resolution functions for signal and background are taken to be identical. The error ellipses can be represented in several ways (see [9]). Here the parameters $\sigma$, which is connected to the area of the ellipse\(^3\), the excentricity of the ellipse $\epsilon$ and the angle $\alpha$ between major axis and right ascension are used.

Both $\sigma$ and $\epsilon$ can be fit by a Moyal distribution

$$M(x; m, s) = \frac{1}{\sqrt{2\pi}} \cdot e^{-\frac{1}{2}(\lambda+e^{-\lambda})} \quad \text{with} \quad \lambda = \frac{x - m}{s}.$$  \hspace{1cm} (2)

\(^2\) Such a fit is only justified, if the selection criteria are continous functions of the declination.

\(^3\) I.e. $\sigma = \sqrt{\sigma_1 \cdot \sigma_2}$, with $\sigma_1$ and $\sigma_2$ denoting the major and minor axes of the ellipse.
The values used are $m_{\sigma} = 1.81^\circ$, $s_{\sigma} = 0.36^\circ$ and $m_{\epsilon} = 1.22$, $s_{\epsilon} = 0.11$. The distribution of the angle $\alpha$ is parameterized by a polynomial.

3 The likelihood formula

The probability of an event to be a signal event corresponds to the (average) fraction of signal events in the total sample. The parameter describing this probability is denoted as $s$.

With $x_0$ describing the position of the source sought, the likelihood function for a single event of measured position $x_i$ and error $\sigma_i$ is:

$$L_i(s, x_0; x_i, \sigma_i) = s \cdot S(x_0; x_i, \sigma_i) + (1 - s) \cdot B(x_i)$$  \hspace{1cm} (3)

As in an ensemble all events are independent of each other, the combined likelihood function $L(s, x_0)$ is obtained by multiplication over all events $N$:

$$L(s, x_0) = \prod_i^N L_i(s, x_0; x_i, \sigma_i)$$  \hspace{1cm} (4)

or

$$\log L = -\log L(s, x_0) = -\sum_i^N \log L_i(s, x_0; x_i, \sigma_i)$$  \hspace{1cm} (5)

The only free parameters of $L$ and $\log L$ are $x_0$ and $s$, corresponding to the position and strength of the source.

3.1 Estimators

For each position $x_0$, the estimate $\hat{s}$ for $s$ is obtained as usual by demanding that

$$\frac{\partial \log L}{\partial s} \bigg|_{s=\hat{s}} = 0$$  \hspace{1cm} (6)

The mathematical structure of $\log L$ guarantees that such a minimum exists, if there is at least one event with $S > B$ and one event with $S < B$. That is due to $\log L$ being a polynomial of order $N$ with $N - 1$ real zeroes (for a more detailed discussion see [8]). The case with $S < B$ for all events is technically troublesome and corresponds to no events being close to the signal hypothesis. This will be further discussed in section 4.

For the investigation of a well known source candidate at position $x_0$, this minimization is sufficient. If searching for a source of unknown position, one first carries out the minimization with respect to $s$ for all $x_0$ and then considers the resulting
Figure 1. Distribution of the significance estimator at a declination of $\delta = 40^\circ$ for the case of no signal source. For the left plot $N_{bg} = 3500$ events and for the right plot $N_{bg} = 700$ are distributed over the Northern hemisphere.

The most likely position of a source $\hat{x}_0$ is then at the extremum of this function with respect to $x_0$.

Multiplication of $\hat{s}$ with $N$ leads to an estimate for the number of signal events

$$\hat{n}_S = \hat{s} \cdot N,$$

which can by use of equation 1 be converted into a flux estimate $\hat{\Phi}_S$.

The logarithmic likelihood function has another interesting property. The interval around its minimum, where the function value changes by 0.5, corresponds to the $1 \sigma$ error - at least for the strictly Gaussian case. This can be used to control the uncertainty, when measuring the position of a source (see section 7). More importantly, it serves to construct an estimate for the significance of a detection

$$\hat{\zeta} = \frac{\hat{s}}{\sigma_{\hat{s}}},$$

Since the function $\log L(s)$ is known in its entirety, there are several ways to extract $\hat{\zeta}$. It has proven to be most robust to adjust a parabola with a minimum in $(\hat{s}, \log L(\hat{s}))$ and passing through $(0, \log L(0))$. This leads to

$$\hat{\zeta} = \text{sign}(\hat{s}) \sqrt{2 \ln \frac{L(\hat{s})}{L(0)}},$$

This quantity must not be confused with the so called significance parameter $\xi = -\log L(\hat{s})$ used elsewhere.
4 Significance properties

The construction of $\hat{\zeta}$ is based on a Gaussian assumption, which need not be correct a priori. For the example based on the distributions shown in section 2 with $N_{bg} = 3500$ background events, this assumption is fully justified, as can be seen in figure 1 (left). The distribution of $\hat{\zeta}$ follows a Gaussian distribution centered around $\mu = 0$ with unit width ($\sigma = 1$), as expected for a significance.

The situation is more complicated, if there are fewer events in the data sample. This corresponds to a scenario where one cannot find an event in the vicinity of the assumed source position. In this case the calculation of $\hat{\zeta}$ returns too negative values for the significance. This is, however, not a real problem: if there are no events, then there is probably also no source.

Technically this feature needs to be controlled, though. The corresponding $\hat{\zeta}$ distribution is shown in figure 1 (right). For positive values of $\hat{\zeta}$ the curve is nicely Gaussian, as is indicated by an appropriate fit\(^4\). The values outside the Gaussian fit are then identified by the cut $\hat{n}_S > -6$ (see eq. 7). Everytime this condition is violated, one instead uses $\hat{\zeta} = 0$, i.e. one conservatively sets the significance to zero.

This worsens the sensitivity by a few percent, but the situation is under control.

As soon as a simulated source signal is added, the $\hat{\zeta}$ distributions are well described by a Gaussian. The difficulty above doesn’t arise, because usually there is an event close to the source hypothesis. The Gaussian nature is convenient to construct confidence plots. This will be discussed in section 6.

5 An example

Figure 2 shows an example from a toy Monte Carlo simulation to illustrate the presented technique. An area around the position of Markarian 421 ($\alpha = 11.07\,\text{h}, \delta = 38.2^\circ$) is displayed. All graphs show local $2\,\text{h} \times 30^\circ$ maps around the selected source position, as indicated on the left and the top of each figure. The dotted lines within the plots indicate lines of constant declination or right ascension, as indicated on the right and the bottom.

The two pictures on top represent the event positions. Figure 2 a) uses dots to indicate the positions only. This information is used in a binned search. A typical

\(^4\) The integral of the fit is fixed to the integral of the histogram and then fit to the positive side of the curve.
Figure 2. An example of the method showing event positions and significance estimates on a local map. See text.

search bin is depicted by the circle in the center of the graph. In Figure 2 b) the ellipses corresponding to the angular resolution are shown. Their information cannot be used by a binned approach.

On top of the background, ten signal events have been added. They are marked by the open/dashed symbols.

The two pictures in the lower row show the significance estimate $\hat{\zeta}$ without (Figure 2 c) and with added signal events (Figure 2 d) as a function of the source position hypothesis. Only values with $\hat{\zeta} \geq 0$ are shown. The source appears as a circular area with highest significance close to the true source position.

$^5$ Corresponding to $N_{\text{bg}} = 700$ events in the whole Northern hemisphere
Figure 3. Example of a confidence plot constructed for a source declination of $\delta = 40^\circ$ and 90% confidence level. On the horizontal axis $\hat{\zeta}$ is used as observable. On the vertical axis both the signal expectation $\mu_S$ (left) and the signal flux $\Phi_S$ (right) are shown. Since a discovery shall only be claimed if the $5\sigma$ lower boundary exceeds zero, an additional overcoverage has been introduced indicated by the dark shaded area.

The values at the source position $x_0$ are $\hat{\zeta} = 4.4$ and $\hat{\zeta} = 0.7$ for the cases with and without the additional signal, respectively.

6 Limits on the flux

The appropriate method to obtain limits on the signal flux is to construct confidence belts. The unknown but fixed parameter describing the signal can either be the expected number of signal events $\mu_S$ or the signal flux $\Phi_S$ itself. This is shown on the vertical axes in figure 3. The observable used on the horizontal axis is the significance estimate $\hat{\zeta}$ as defined by eq. 9.

As shown above, the $\hat{\zeta}$ distributions are Gaussian with their expectation values $\mu$ and their standard deviations $\sigma$ being functions of $\mu_S$. These functions have been evaluated for several fixed values of $\mu_S$ and source declination values $\delta$ (see figure 4). They are well described by low order polynomials, so that values of $\mu_S$ not explicitly simulated in the toy MC, can be interpolated.

With the $\hat{\zeta}$ distributions being well known for each value of $\mu_S (\Phi_S)$, the confidence belt construction can be carried out following the unified approach with likelihood ratio ordering ([5]) with the adaption that the width of Gaussian depends on the signal parameter. Figure 3 shows an example of a confidence plot such obtained.

The following comments can be made:
Figure 4. Mean $\mu$ and width $\sigma$ of Gaussian fits to distributions of $\hat{\zeta}$ for different source declinations $\delta$ and different source strengths (expectation value $\mu_S$). The markers indicate results of Monte Carlo simulations. The fits are second order polynomials. These graphs have been obtained within the simulation using $N_{bg} = 700$ background events.

1. The two quantities $\mu_S$ and $\Phi_S$ are proportional (see equation 1). The resulting confidence plot can thus be labeled twice on the y-axis, as is shown in the figure. Usually the effective area is not exactly known. The inclusion of the corresponding systematic uncertainty into the confidence belt construction is subject of ongoing research for the case of Poissonian statistics [4, 6]. The adaption to the Gaussian case should be straightforward.

2. One would not announce a discovery if the lower limit at 90% confidence level exceeds zero. Rather one typically claims a discovery, if the $5\sigma$ lower boundary is positive. Then upper and lower limits at 90% CL can be quoted. This approach is indicated in figure 3. It corresponds to the artificial introduction of overcoverage as indicated in the graph.

3. In the construction of the confidence belts above the observable $\hat{\zeta}$ is always taken at the same fixed source position $x_0$. If instead one searches in an extended area and uses e.g. the maximum value of $\hat{\zeta}$, the resulting distributions will be different and appropriate confidence plots need to be constructed. This will be discussed separately in section 8, as the problem is not specific to the search algorithm presented here.

4. It should be emphasized that no simulations are necessary to arrive at the significance estimate $\hat{\zeta}$ itself, once the detector resolution and the messenger distortion are known. In contrast to flux limits, the significance can be obtained directly from the data.

7 Measuring the position of the source

The precision with which the position of a point source can be measured is limited by the width of the signal point spread shape $\mathcal{S}$. The precision improves with the number of signal events and it worsens with more background. If there were no
Figure 5. Accuracy of the position measurement as a function of the number of signal events. The example has been simulated for a source declination of $\delta = 40^\circ$. These results have to be compared to the assumed average resolution of a single event of approximately $2.3^\circ$.

background, the total signal resolution would approximately be $\sim \frac{1}{\sqrt{n}} \sigma$. The fact, that there are events of different resolution in the sample improves this estimate, since those with better resolution receive a stronger than average weight.

For the example of section 2 (including background $N_{bg} = 700$ events) figure 5 illustrates the uncertainty achieved with the likelihood method. In contrast to the binned search the uncertainty improves with the number of signal events.

If investigating a source candidate another test option arises. Consider the case that one finds a significant excess close to the position of the source to be investigated. By studying the shape of the likelihood function around its minimum, it is possible to determine the probability that this excess is consistent with the assumed position $x_0$.

8 Searching in an area

This line of thought leads to the following interesting point. In the construction of the confidence plots in section 6, the observable $\zeta$ is the significance estimate at the hypothesis position $x_0$. Another possible choice could have been the maximum significance in a certain (small) region around $x_0$. It is evident that the latter choice leads to systematically higher values. But for either case one can construct confidence belts and obtain comparable results for the flux limits.

For the search in a larger region of the sky - typically the complete field of view

$^6$ For the binned search the uncertainty of a position measurement is of the order of the radius of the bin. In the Gaussian case the three sigma ellipse contains 78% of all signal events. Therefore a typical bin radius is about three times as large as the typical resolution for a single event.
of the detector - the areas with the highest significance are of course those of most interest. A single observable that probes, whether a point source has been found, is the highest significance value \( \hat{\zeta}_{\text{max}} \) obtained over the whole search region. This variable has on average higher values than \( \hat{\zeta} \), which corresponds to a single pre-selected source hypothesis position. Therefore it is necessary to construct new confidence plots for this particular observable.

With this demand a particular difficulty arises. The detector response usually differs for different source positions. This can e.g. be seen in Figure 4, where the expectation values and standard deviations of \( \hat{\zeta} \) are plotted vs. the signal expectation. The fact that the three curves for the three different declinations are not identical shows the difference in detector response. Additionally, the interrelation of flux and signal expectation, i.e. the effective area, is direction dependent, too (eq. 1). This makes the construction of a single confidence plot with the flux (or the signal expectation) being the only parameter and \( \hat{\zeta}_{\text{max}} \) being the only observable impossible, because the knowledge of where the source is becomes a prerequisite to the construction of the plot.\(^7\)

The general solution is to extend the confidence plot to also include the position of the source as a unknown parameter and the position of \( \hat{\zeta}_{\text{max}} \) as part of the observable. This ansatz is time consuming and a somewhat arduous task and has not been investigated in detail yet.

There are two special cases though, where this problem doesn’t play a role. These will be discussed below.

8.1 Regions of uniform detector response

One can restrict the area to a region, where the detector response is uniform. In the case of AMANDA, this would correspond to azimuthal bands of fixed declination. Here confidence plots can be constructed in a straightforward manner. A source is placed at an arbitrary position to simulate the distributions for the case including signal for several fixed source fluxes.

An analytic expression to fit these distributions is obtained in the following way. Assume there were \( N \) source positions in the search area, with \( \hat{\zeta}_j \) measured at each position, respectively. For now we neglect correlations between the \( \hat{\zeta}_j \). The distribution of the significance estimates depending on the flux \( \Phi \) is well known and denoted by \( f(\zeta, \Phi) \). Assume that only at one of these positions there truly is a

\(^7\) This difficulty is not restricted to the specific choice of variable (i.e. \( \hat{\zeta}_{\text{max}} \)) or even the search algorithm used, but remains present whenever the corresponding observables have different distributions for different source positions.
source of strength $\Phi$, whereas at the other positions there isn't. The observable

$$\hat{\zeta}_{\text{max}} = \max_j (\hat{\zeta}_j)$$

in this case is given by the expression

$$f^N (\hat{\zeta}_{\text{max}}, \Phi) = f (\hat{\zeta}_{\text{max}}, \Phi) \cdot \left( \int_{-\infty}^{\hat{\zeta}_{\text{max}}} f (\hat{\zeta}, 0) \, d\hat{\zeta} \right)^{N-1} + (N - 1) \cdot f (\hat{\zeta}_{\text{max}}, 0) \cdot \int_{-\infty}^{\hat{\zeta}_{\text{max}}} f (\hat{\zeta}, \Phi) \, d\hat{\zeta} \left( \int_{-\infty}^{\hat{\zeta}_{\text{max}}} f (\hat{\zeta}, 0) \, d\hat{\zeta} \right)^{N-2}$$

with the upper line of equation 11 describing the case, where $\hat{\zeta}_{\text{max}}$ is actually obtained at the true position of the source and the lower line representing the possibility that the highest significance estimate $\hat{\zeta}_{\text{max}}$ is measured at one of the other $(N - 1)$ places.

For the case of no signal this expression simplifies to

$$f^N (\hat{\zeta}_{\text{max}}, 0) = N \cdot f (\hat{\zeta}_{\text{max}}, 0) \cdot \left( \int_{-\infty}^{\hat{\zeta}_{\text{max}}} f (\hat{\zeta}, 0) \, d\hat{\zeta} \right)^{N-1}.$$  

The assumption of uncorrelated measurements is wrong for neighboring search points, because $\hat{\zeta}$ forms a continuous function over the sky. Nevertheless equations 11 and 12 have successfully been used to describe AMANDA data, if the parameter $N$ is being left free in the corresponding fit. One arrives at an effective number of search positions $N_{\text{eff}}$, which is roughly of the order of the search area divided by the size of a typical resolution ellipse.

A comparison of the simulated distribution of $\hat{\zeta}$ with the analytic expressions of equations 11 and 12, respectively, are shown in figure 6. Both for the case including
a source (figure 6 a) and for the case of no signal (figure 6 b) the histograms can be well described by the models.

8.2 Investigating the significance only

Even in the case of non-uniform detector response to signal fluxes, the distribution of the significance estimate $\hat{\zeta}$ for the case of no signal is identical at all source positions by definition. It is a Gaussian of unit width centered around zero. This fact can be used to search for deviations from the background hypothesis. The distribution of the observable $\hat{\zeta}_{\text{max}}$ follows equation 12. For any observed value of $\hat{\zeta}_{\text{max}}$, the probability of it being a background fluctuation can be calculated.

Note though, that in this approach nothing can be said about the strength of a source so found. Only the significance of the discovery can be measured. Nevertheless if one finds such a spot with extremely high significance in the dataset of a certain period of observation, one can then do a search at precisely this position in an independent dataset, e.g. that of the following year, with the confidence plot constructed as discussed in section 6 and so avoid the difficulties discussed in this section.

9 Discussion

The method described above has been tested with data from the AMANDA neutrino telescope. It has been applied to the same data set that serves for the limits presented in [2]. The resulting upper limits are compatible. Also the sensitivity, defined as the average upper limit in the case of no signal, is very similar in the two methods (for details see [8]).

Below we summarize the benefits and possible drawbacks of this unbinned maximum likelihood method.

9.1 Benefits of the method

(1) The precision to measure the position of a discovered source improves by about a factor of 4. Whereas in the binned search the uncertainty is of the order of the bin radius, it drops below the resolution for single events, as one would intuitively expect.

---

8 The confidence plot constructed for the position, where $\hat{\zeta}_{\text{max}}$ has been found, is not appropriate to be used, and the lower limit derived from it is systematically too high. Nevertheless, the upper limit is conservative.
There is no arbitrary search grid involved. The bin efficiency is undesirable in the best case, where the bin is centered on a potential source. It worsens, if a source of unknown position is close to the border of bins in the search grid. With the maximum likelihood method a continuous function over the sky is considered and the matter of bin efficiency is of no concern.

The significance estimate $\hat{\zeta}$ is in itself a meaningful observable. In the binned search the number of events in the search bin serves as variable. This number becomes meaningful only with knowledge of the background expectation.

The determination of $\hat{\zeta}$ is a very simple and robust process. No simulations are necessary. The only input are the data.

The maximum likelihood approach makes it possible to make use of the resolution measurement for each event.

It is also possible to include other per-event information in the likelihood construction. Most prominently the reconstructed energy of each event could be included.

9.2 Possible drawbacks of the method

(1) If flux limits are to be obtained, a (toy) Monte Carlo simulation is necessary, whereas in the binned search the distributions are Poissonian in nature and can hence be treated analytically. This especially influences the complexity of the optimization of quality criteria.

(2) Using additional information - such as the resolution estimation - can introduce additional systematics, if the determination of the resolution estimates is not absolutely correct.

(3) In areas of no events the significance estimate $\hat{\zeta}$ overestimates negative fluctuations. This effect and its remedy are discussed in section 4.

(4) The inclusion of systematic errors has yet to be done. Following the work done on Poissonian statistics ([4, 6]), this should not pose a problem.

9.3 Conclusion

The unbinned maximum likelihood method presented in this paper produces a robust significance estimate in a fast manner. The determination of flux limits relies on simulations, rather than pure analytic considerations. The method makes it possible to include angular resolution or other per-event information.

As the energy spectrum of a neutrino point source is expected to be much harder than the background of atmospheric neutrinos (see for example [7]), the inclusion of energy information should fairly improve the analysis power of the method.

When the first extraterrestrial sources are found, the likelihood mechanism will be used to measure their location with optimal precision.
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