Rayleigh scattering, long-time tails, and the harmonic spectrum of topologically disordered systems
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We show rigorously that a topologically disordered system interacting harmonically via force constants, which have a sufficiently short-ranged site-distance dependence, exhibits Rayleigh scattering in the low-frequency limit, i.e., a sound attenuation constant, which is proportional to $\omega^{d+1}$, where $\omega$ is the frequency and $d$ the dimensionality. This has been questioned in the literature. The corresponding nonanalyticity in the spectrum is related to a long-time tail in the velocity autocorrelation function of the analogous diffusion problem, which varies with time $t$ as $t^{-(d+2)/2}$. A self-consistent theory for the spectrum is formulated, which has the correct analytical properties.
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I. INTRODUCTION

Rayleigh scattering, i.e., the fact that the elastic mean-free path of weakly scattered waves varies as $\omega^{d+1}$ in a $d$-dimensional disordered medium as $\omega\to 0$, has been widely believed to be a general property of quenched disordered matter. This is so because elastic scattering of acoustic waves from frozen inhomogeneities in a disordered solid is analogous to the scattering of electromagnetic waves from inhomogeneities in the air. So the mathematics leading to the Rayleigh law was taken over.

However, recently it has been claimed that a harmonic system with "scalar displacements" obeying

$$\frac{d^2}{dt^2}u_i(t) = -\sum_j t_{ij}[u_i(t) - u_j(t)],$$

where $i$ and $j$ denote random sites (positions) $r_{ij}$ in $d$-dimensional space, would have wavelike excitations, which have a linewidth $\Gamma$ (proportional to the inverse mean-free path $\ell^{-1}$), varying with $\omega^2$ instead of $\omega^d$ in $d=3$. $t_{ij}$ are force constants, divided by the mass at the node $i$, which are assumed to depend on the distance, i.e., $t_{ij}(r_{ij})$ is the hopping probability per unit time. Equation (2) describes, e.g., the motion of electrons hopping among shallow impurities in a semiconductor. Such a random walk is known to exhibit a long-time tail of the velocity-autocorrelation function (VAF) varying as $t^{-(d+2)/2}$, a feature shared with Lorentz models. Here $v_\alpha$ is a Cartesian component of the random walker’s velocity. The Laplace transform of the VAF

$$D(s) = \int_0^\infty dt e^{-s}Z(t)$$

with $s=\omega+i\epsilon$ can be interpreted as a frequency-dependent diffusivity, because $D(s=0)=D_0$ is the ordinary diffusion coefficient. As a consequence of the long-time tail the frequency-dependent part $\Delta D(s) = D(s) - D_0$ has, according to the Tauberian theorems, a low-frequency singularity $\Delta D(s) \to s^{d+2}$, $|s| \to 0$. Now, in the analogous vibrational problem, $D(s)$ corresponds to the square of a frequency-dependent sound velocity $v^2(s) = D(s = -\omega^2 + i\epsilon)$. The imaginary part $v'(\omega)$ of $v(s)$ is related to the mean-free path $\ell(\omega)$ and the sound attenuation coefficient (Brillouin linewidth) $\Gamma(\omega)$ via

$$\frac{1}{\ell(\omega)} = \frac{2\omega v''(\omega)}{|v(s)|^2} = \frac{1}{2|v(s)|} \Gamma(\omega).$$

This gives $\Gamma(\omega) \propto \omega^{d+1}$, i.e., Rayleigh scattering. We conclude that the long-time tail of the VAF in the diffusion prob-
lem is mathematically equivalent to the Rayleigh-scattering property.\textsuperscript{22}

There exists a further mathematical analogy. Via the Einstein-Nernst relation the frequency-dependent diffusivity \( D(s=io+\varepsilon) \) is proportional to the dynamic conductivity \( \sigma(\omega) \). Therefore, the low-frequency nonanalyticity of \( D(s) \) leads to a low-frequency behavior of the ac conductivity \( \Delta \sigma(\omega)=Re(\sigma(\omega)-\sigma(0))\propto \omega^{-2} \). So, if the authors of Refs. \textsuperscript{5–8} would be right, \( \Delta \sigma(\omega) \) should vary as \( \omega^{d-2}/2 \) instead. Both in measured\textsuperscript{23} (\( d=3 \)) and simulated\textsuperscript{24} (\( d=2 \)) ac hopping conductivity data the \( \Delta \sigma(\omega)\propto \omega^{d/2} \) behavior can be unambiguously identified.

In the following we apply the methods of Ernst et al.\textsuperscript{16} and Machta et al.\textsuperscript{17} in order to show rigorously that a system governed by Eq. (2) with sufficiently fast decaying quantities \( t(r) \) behaves as \( D(s)\propto s^{d/2} \) for \( s\to 0 \) and not \( D(s)\propto s^{(d-2)/2} \) as claimed by the quoted authors. In the second part of the present contribution we formulate a self-consistent theory for the spectral properties of a topologically disordered system governed by Eq. (1) and (2), which has the correct analytical properties.

II. NONANALYTIC SELF-ENERGY AND LONG-TIME TAIL

We start by studying the random walk in Eq. (2). It has been shown\textsuperscript{1,11} that this problem can be mapped onto a random-resistor network problem, in which the sites \( i \) are connected with conductances \( g_{ij}\approx t_{ij} \). For a given box with volume \( V_e \) the conductance of the network inside the box and hence the conductivity and diffusivity can be calculated.\textsuperscript{12,13,25} We call this diffusivity \( D_{V_e}(r) \), where \( r \) is the vector pointing to the center of the box. For \( V_e\to\infty \) we have \( D_{V_e\to\infty}=D_0 \), which is the macroscopic diffusivity. Tiling the total volume \( V \) into smaller boxes of volume \( V_e \) we arrive at a coarse-grained system with a spatially fluctuating diffusivity obeying the following equation of motion for the continuous density \( n(r,t) \):

\[
\frac{\partial}{\partial t}n(r,t) = \nabla D_{V_e}(r) \nabla n(r,t). \tag{6}
\]

The fluctuations of \( D_{V_e} \) arise because of the different arrangements of sites inside of the coarse-graining boxes. For large volumes \( V_e \) the point statistics enters the diffusivity only via the density [see Refs. \textsuperscript{12, 13, and 25}, and the second part of this article]. This means that the variance of \( D_{V_e} \) can be written

\[
\langle (\Delta D_{V_e})^2 \rangle = \left[ \frac{\partial D_{V_e}}{\partial \rho_e} \right]^2 \langle (\Delta \rho_e)^2 \rangle, \tag{7}
\]

where \( \rho_e=N_e/V_e \) and \( N_e \) is the actual number of particles inside a coarse-graining volume. The statistics of \( N_e \) is for large \( N_e \) Poissonian,\textsuperscript{26} i.e., the variance of \( N_e \) is equal to its mean \( \rho V_e \). From this it follows that the variance of \( \rho_e \) and hence that of \( D_{V_e} \) is inversely proportional to \( V_e \), and we can write \( \langle (\Delta D_{V_e})^2 \rangle = \rho' / V_e \), where \( \rho' \) is the fluctuation density. In the long-wavelength limit we may increase the size of \( V_e \) proportional to the wavelength. We are then allowed to use the variance \( \langle \Delta D_{V_e}^2 \rangle \) as small parameter.\textsuperscript{26}

In the Laplace-transformed domain the Green’s function corresponding to Eq. (6) obeys the equation of motion

\[
\{s - \nabla[D_0 + \Delta D_{V_e}(r)]\nabla\}G(r,r',s) = \delta(r-r') \tag{8}
\]

from which the following recursion formula\textsuperscript{16,27} for

\[
G(k,k',s) = \frac{1}{V_e} \int d\mathbf{r} e^{-ikr} e^{i\mathbf{kr}} G(r,r',s) \tag{9}
\]

can be derived

\[
G(k,k',s) = G_0(k,s) \delta_{k,k'} - \int \left( \frac{d\mathbf{q}}{2\pi} \right)^d \mathbf{k} \cdot \mathbf{q} \Delta D_{V_e}(k-\mathbf{q})G(q,q',s) \tag{10}
\]

with

\[
\Delta D_{V_e}(k) = \int d\mathbf{r} e^{-ikr} \Delta D_{V_e}(r). \tag{11}
\]

Here

\[
G_0(k,s) = [s + D_0 k^2] \tag{12}
\]

is the “unperturbed” Green’s function. We represent now the averaged Green’s function in terms of a self-energy function \( \Sigma(k,s) \) as

\[
\langle G(k,k',s) \rangle = \delta_{k,k'} \frac{1}{G_0^{-1}(k,s) - \Sigma(k,s)} \Leftrightarrow \Sigma(k,s) = \frac{1}{G_0(k,s)} - \frac{1}{\langle G(k,k',s) \rangle_{k\to k'}}. \tag{13}
\]

Iterating Eq. (10) twice and expanding the fraction in Eq. (13) to second order in the fluctuations we obtain (using \( \langle \Delta D_{V_e} \rangle = 0 \))

\[
\Sigma(k,s) = \frac{1}{(2\pi)^d} \int d^d\mathbf{p} K_{V_e}(k-p) (k \cdot p)^2 G_0(p,s), \tag{14}
\]

where

\[
K_{V_e}(k) = \int d^d\mathbf{r} e^{ikr} (\delta D_{V_e}(r_0 + r) \delta D_{V_e}(r_0)) \tag{15}
\]

is the Fourier-transformed correlation function of the diffusivity fluctuations. For \( r(r) \) falling off rapidly enough with distance \( r K_{V_e}(0) \) is finite\textsuperscript{28} and we can write

\[
K_{V_e}(k) = \sigma' f_{V_e}(k) \tag{16}
\]

with \( f_{V_e}(k) = 1 \) for \( k < k_c = 2\pi/V_e^{1/d} \) and 0 elsewhere. Equation (14) is the Born approximation for the coarse-grained hopping problem.

In the long-wavelength approximation we have
\[ \Sigma(k,s) \approx k^2 \alpha' \int_0^{k_c} dp \frac{p^{d+1}}{s + D p^2}. \]  

(17)

If we define
\[ D(s) = \psi^2(s) = D_0 - \lim_{k \to 0} \frac{1}{k^2} \Sigma(k,s), \]
we obtain for \(|s| \to 0\) from Eq. (17) a contribution to \(D(s)\), which is nonanalytic in the complex variable \(s\), namely,
\[ \Delta D(s) \approx s^{d/2}, \]
which implies
\[ \Gamma(\omega) \approx \ell^{-1}(\omega) \propto \omega^{d+1} \quad \text{for} \quad \omega \to 0 \]
and
\[ Z(t) \approx t^{-(d+2)/2} \quad \text{for} \quad t \to \infty. \]

This completes our proof. Of course this proof holds also for any other inhomogeneous system (due to quenched disorder) allowing for a nonvanishing diffusivity in the limit \(V_c \to \infty\).\(^{16,17}\) It is interesting to note that the nonanalyticity is a case of generic scale invariance, which appears frequently in many-body systems, especially near phase transitions.\(^{20}\) In the present case this phenomenon is due to the particle conservation in the diffusion problem and momentum conservation in the phonon problem.

### III. EUCLIDEAN RANDOM-MATRIX APPROACH

We now turn to an approximate solution of the problem posed in Eq. (1), or, equivalently in Eq. (2). Approximate theories for solving problems of the type of Eq. (2) have a long history.\(^{12,13}\) However, they all suffer from the absence of the correct nonanalyticity. We show in the following, how a self-consistent theory with the correct analytic properties is derived.

#### A. High-density diagrammatic expansion of the self-energy

As in Refs. 5 and 6 we start from a high-frequency \((s)\) and high-density \((\rho=N/V)\) expansion of the averaged propagator
\[ G(k,s) = \frac{1}{N} \sum_{mn} \langle e^{ik_{mn}}[s1 - M]^{-1} \rangle \]
\[ = \frac{1}{s} + \sum_{p=1} \frac{1}{N} \sum_{i_0 \ldots i_p} \langle e^{ik_{i_0}M_{i_0i_1}} \ldots e^{ik_{i_{p-1}i_p}}M_{i_{p}i_0} \rangle 
\[ = \frac{1}{s - \rho[(t(k) - t(0))] - \Sigma(k,s)}. \]

(22)

Here \(M\) is a matrix with off-diagonal elements \(M_{ij} = t_{ij}\) and diagonal elements \(M_{ii} = -\Sigma(\omega_{i}) t_{ii}\). In the case of a random site distribution (which we assume) \(t(k) = t(k)\) is the \(d\)-dimensional Fourier transform of \(t(r)\). The self-energy \(\Sigma(k,s)\) is the sum of all irreducible diagrams with respect to \(e^{ik_{mn}M_{mn}}\) and \(G_0(k,s) = [s - \rho[(t(k) - t(0))]^{-1}\). They are grouped with respect to increasing order in \(\rho^{-1}\), i.e.,

\[ \Sigma(k,s) = \sum_{\rho=1}^{\infty} \Sigma_\rho \rho^{-\rho}. \]

(23)

The frequency-dependent diffusivity is given by
\[ D(s) = -\frac{1}{2} \frac{\rho^2}{\alpha} [(t(k) + \Sigma(k,s))]_{k \to 0}. \]

(24)

The first-order self energy is identical to that given in Refs. 5 and 6, namely,
\[ \Sigma_1(k,s) = \rho \int \frac{dp}{2\pi} \int [t(k - p) - t(p)]^2 G_0(p,s). \]

(25)

This gives, in accord with\(^{5,6}\) \(\Sigma(k,s) \approx k^2 s^{3/2}\).

In order to reveal the analytic properties of the second-order self-energy it is important to observe the order of repeated site indices appearing in the summation of terms (diagrams) in Eq. (22). The arrangement of the repeated indices determines the topological structure of the diagrams. As shown in Refs. 6 and 30 there are three main topologically different sets of diagrams: (a) diagrams with a twofold repetition of indices of the form \((1-2-1-2)\), where “1” means the first index and “2” the second index. These diagrams have been called “cactus diagrams”\(^{38}\) because their iteration looks like a cactus. (b) Diagrams with a twofold repetition of indices of the form \((1-2-1-2)\), called “crossed diagrams.” (c) Diagrams with a threefold repetition of indices \((1-1-1)\).

A detailed analysis\(^{30}\) shows that the “cactus” and “crossed” sets of diagrams can each be subdivided into two classes, namely, into eight diagrams in which the sequence of indices starts with a “direct” connection (i.e., by a factor \(t_{12}\)—notation: \((12-2-1)\)—where, again 1 is the first and 2 the second repeated index), and into 16 diagrams with an indirect connection—notation: \((1\ast 2-2-1)\). The \((1-1-1)\) set comprises four diagrams and forms its own class. We define the five contributions to the second-order self-energy \(\Sigma_2\) corresponding to the five classes as

\[ \Sigma_2(\omega) = (1\ast 2-2-1); \quad \text{Sum of 16 diagrams} \]
\[ \Sigma_2^{(x)} = (12-2-1); \quad \text{Sum of 8 diagrams} \]
\[ \Sigma_2^{(x)} = (1\ast 2-1-2); \quad \text{Sum of 16 diagrams} \]
\[ \Sigma_2^{(y)} = (12-1-2); \quad \text{Sum of 8 diagrams} \]
\[ \Sigma_2^{(y)} = (1-1-1); \quad \text{Total} \]
\[ \text{Sum of 52 diagrams} \]

It now turns out that the self-energies \(\Sigma_2^{(\alpha)}, \ldots, \Sigma_2^{(\varepsilon)}\) separately obey the law

\[ \lim_{k \to 0} [\Sigma_2^{(\mu)}]^{n} = k^{2} s^{d/2} \quad \mu = \alpha, \ldots, \varepsilon \]

(26)

whereas each single diagram behaves as \(k^{2} s^{(d-2)/2}\) in the long-wavelength limit. The cancellation of the \(k^{2} s^{(d-2)/2}\) singularities can be traced to the column and row sum rule of the dynamical matrix.
\[
\sum_m M_{mn} = \sum_n M_{nm} = 0,
\] (27)

which in the diffusion problem arises from particle conservation, in the phonon problem from momentum conservation (or, equivalently, from global translational invariance). We conclude that to second order in \(\rho^{-1}\) the general Rayleigh-type singularity property required by Eqs. (17) and (19) is obeyed.

### B. Self-consistent theory for the spectrum

We turn now to the formulation of a self-consistent approximation scheme, which amounts to a partial summation to all orders. In their approximation scheme Grigera et al. and Martín-Mayor et al.\textsuperscript{5,6} have replaced the zeroth-order propagator in Eq. (25) by the full propagator in Eq. (22), which constitutes a self-consistent set of equations. They claim to have summed all cactus-type diagrams. However, if one expands the self-energy given by this scheme to second order in the inverse density, one finds\textsuperscript{30} that the 24 second-order diagrams are not identical to the 16+8 cactus diagrams \(\Sigma_{(a)}^{(b)} + \Sigma_{(b)}^{(b)}\), defined above. Instead, the summation comprises all diagrams in \(\Sigma_{(a)}^{(a)}\) but only an incomplete subset (four of eight) of diagrams from \(\Sigma_{(b)}^{(b)}\) and \(\Sigma_{(b)}^{(b)}\), respectively. Therefore, within this scheme the subtle cancellation leading to Eq. (26) does not take place and as a result an erroneous \(\Sigma^{(a)}(k,s) \approx k^2(s^{d-2}/2)\) behavior is obtained, which is an artifact of this self-consistent scheme.

In order to derive an analytically correct partial summation, based on cactus diagrams, several conditions have to be met: (a) to first order in \(\rho^{-1}\) the result should be the exact \(\Sigma_1\), (b) To second order in \(\rho^{-2}\) the self-energy should comprise a complete class of diagrams. (c) All higher orders \(\propto \rho^{-n}\), with \(n > 2\), must also yield a \(s^{d-2}\) singularity.

As a solution to these demands, we propose the following self-consistent set of equations for calculating \(\Sigma(k,s)\):

\[
\Sigma(k,s) = \int \left( \frac{dp}{2\pi} \right)^d \left[ t(k-p) - t(p) \right] g(p,s) \]
\[
\times \left[ \rho t(k-p) - \rho t(p) - \sigma(p,s) + \sigma(\infty,s) \right],
\] (28a)

\[
\sigma(k,s) = \rho \int \left( \frac{dp}{2\pi} \right)^d \left[ t(k-p) - t(p) \right] \]
\[
\times \left[ t(k-p) - t(k) \right] g(p,s),
\] (28b)

\[
g(k,s) = \frac{1}{s - \rho t(k) - t(0)} - \sigma(k,s).
\] (28c)

The first two requirements can be verified easily by expanding \(\Sigma(k,s)\) up to \(\rho^{-2}\); to lowest order in \(\rho^{-1}\), Eq. (25), is obtained, and to second order the entire sums \(\Sigma_{(a)}^{(a)} + \Sigma_{(b)}^{(b)}\) are included, the other ones not. The validity of the third condition follows from a more subtle mechanism: it is important to note that the \(s^{d-2}\) singularity of the exact self-energy \(\Sigma(k,s)\) is observed in the long-wavelength limit \(k \rightarrow 0\) only, cf. Eqs. (17) and (19). For finite and nonzero values of \(k\), \(\Sigma^{(a)}(k,s)\) will, in general, show a \(s^{(d-2)/2}\) singularity.\textsuperscript{31}

This makes clear, why any self-consistent scheme, which contains an integral over a full propagator, as, e.g., done in Ref. 5 by inserting Eq. (17) into Eq. (25), is at least likely to spoil the \(s^{d-2}\) law. While the diffusion pole produces a \(s^{d-2}\), the remaining principle-value integral will—in general—contribute a \(s^{(d-2)/2}\) term.

Therefore, the auxiliary propagator \(g(k,s)\) instead of \(G(k,s)\), enters the integrals in the scheme above. Unlike \(\Sigma(k,s)\), the imaginary part of \(\sigma(k,s)\)—and thus \(g(k,s)\)—has a singularity \(\propto s^{d-2}\) for all \(k\).

It is straightforward to show that this in turn is a consequence of the slight structural difference between Eqs. (25) and (28b), namely, the replacement

\[
\left[ t(k-p) - t(p) \right]^2 \rightarrow \left[ t(k-p) - t(p) \right][t(k-p) - t(k)].
\]

(29)

As stated above, this self-consistent scheme comprises the two cactus classes \(\alpha\) and \(\beta\) to second order in \(\rho^{-1}\), and we call it cactus-2. A simplified approximation, which only includes \(\Sigma_{(a)}^{(a)}\) to second order (called “cactus-1”) is obtained by dropping the \(\sigma\) terms in Eq. (28a).

Figures 1 and 2 give a diagrammatic interpretation of the cactus-1 and cactus-2 schemes. With respect to the latter,
RAYLEIGH SCATTERING, LONG-TIME TAILS, AND THE...

As stated in the beginning, at low density, i.e., in the strong-disorder limit, percolative aspects become important, which can be included by resummation techniques, which take repeated backward and forward hops into account.35,36 We shall show in a forthcoming paper that the instability disappears if the resummation is carried out.

IV. CONCLUSIONS

In conclusion we showed rigorously that a topologically disordered network consisting of harmonic springs and masses at the nodes exhibits Rayleigh scattering $\Gamma(\omega) \propto \omega^{d+1}$ if the distance dependence of the springs or their spatial correlations are short-ranged enough, i.e., the Fourier-transformed correlation function $K_{ij}(k)$ is finite in the long-wavelength limit $k \rightarrow 0$. The Rayleigh-scattering property of the waves in a quenched-disordered environment is due to a nonanalyticity of the disorder-induced self-energy $\Sigma(k, s) \propto k^2 s^{d/2}$, which, in the mathematically equivalent diffusion problem gives rise to a long-time tail of the velocity autocorrelation function of the form $Z(t) \propto \tau^{-d+1/2}$. Our proof differs from that given in Refs. 16 and 17 by the coarse-graining procedure leading from Eqs. (1) and (2) to Eq. (6). Our procedure does not involve an average over the parameters $t_{ij}$ but calculating the exact diffusivity within a coarse-graining volume.

In the second part of the present investigation we use the Euclidean random-matrix approach, which involves a high-frequency, high-density expansion of the resolvent of the problem in Eqs. (1) and (2). To second order in the inverse density we show that the self-energy exhibits the $\Sigma(k, s) \propto k^2 s^{d-1/2}$ singularity in contrast to the claims in Refs. 5–8. Furthermore we show that the self-consistent cactus approximation proposed by these authors does not obey the correct nonanalytical law because a subtle sum rule imposed by the column or row sum rule of the dynamical matrix was not taken care of. We proposed two self-consistent schemes, which have the correct analytic properties and which lead to reasonable agreement with a numerical evaluation of the spectrum.

Finally we would like to comment on the vibrational spectrum of a real topologically disordered solid. Such a spectrum differs qualitatively and quantitatively from that of the model discussed in the present paper. First of all, in a real solid the vibrational displacements are vector entities so that the generalization of Eq. (1) (Ref. 7) must be used. But, more important, the functional form of $t_{ij}$ must be derived from a realistic interatomic pair potential and the statistics of the atomic sites must obey that dictated by this pair potential. A calculation using a suitable version of the coherent-potential approximation for glassy Lennard-Jones (LJ) Argon, in which the $t(r_{ij})$ and the pair distribution of the sites were compatible with the LJ potential, has been shown by the present authors to give results that agree with the corresponding molecular-dynamics results.37 While such a theoretical approach for a system, in which the underlying potential is known, is very satisfactory, most glassy solids, which are investigated experimentally, cannot be modeled in terms of simple two-body potentials (see, however Ref. 38 and...
references therein for the case of glassy SiO₂). For this general class of glassy solids it proved more reasonable not to take an equation of motion of type Eq. (1) as starting point, but, instead, a generalized-elasticity approach, in which the disorder enters via spatially fluctuating elastic constants [as in the schematic Eq. (6)]. A field-theoretically motivated mean-field theory (self-consistent Born approximation) applied to this model showed that the frequently observed enhancement of the vibrational DOS over the Debye one (boson peak) marks the crossover between wavelike and random-matrixlike states, which occurs with increasing frequency. In the harmonic sound attenuation this crossover results in a change from a Rayleigh ω² law to a much weaker ω² law with s≈2. This approach involves as input the statistics of the elastic constants, e.g., their variance and correlation length. Compared to the microscopic treatment this approach is much more modest, as it only qualitatively explains the salient features of the vibrational spectrum of disordered solids.

Another important remark concerns the role of anharmonic interactions. These interactions give rise to a temperature-dependent scattering rate low-frequency Γₐₙₜ=Taω² so that it always dominates the low-frequency scattering at finite temperatures. However, there may exist a window in which the Rayleigh law can be observed. This window, unfortunately, lies in a frequency range (~100 GHz), which is not easily accessible by the existing light and x-ray scattering techniques. The existence of a Rayleigh regime in glassy SiO₂ has been recently a subject of intense investigations. At elevated temperatures the boson peak in this material shifts upwards in frequency due to a softening of elasticity. This moves the Rayleigh window into the frequency regime accessible by inelastic x-ray scattering so that there is now experimental evidence for the observation of Rayleigh scattering in a topologically disordered material.
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