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Chapter 1

Brief Recapitulation:
Thermodynamics and Statistical
Physics

© Copyright 2020 Friederike Schmid1

1.1 Thermodynamics

1.1.1 Basic Notions

Macroscopic systems are described by macroscopic state variables

- Extensive state variables: Proportional to N (particle number)
If two systems are brought in contact, they add up.

- Intensive state variables: Independent of N
If two systems are brought in contact, they strive to become equal

for example, extensive E,S V N (M)
intensive T P µ (H)

Stationary state: Does not change over time

Equilibrium: Stationary and no fluxes

Special status due to the ”Zeroth law of thermodynamics”

If A is at equilibrium with B and B is at equilibrium with C,
then A is at equilibrium with C.

; At equilibrium, intensive variables are constant throughout the whole
system.

1Prof. Dr. Friederike Schmid, Advanced Statistical Physics, University of Mainz, WS
2024/2025. Last change of PDF file on 16.12.2024.
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2 CHAPTER 1. THERMODYNAMICS AND STATISTICAL PHYSICS

Remark: This is the reason why one may introduce intensive variables
such as temperature, chemical potential etc. : They can be defined
based on suitable reference systems and one can construct prescrip-
tions how to measure them.

At equilibrium, state variables can be connected by equations of state.

Examples: Van-der-Waals equation, Curie law (M ´ CH{T “ 0).
Remark: One equation of state is usually not sufficient to fully describe a

system. For example, the ideal gas law PV “ NRT does not provide
sufficient information for deriving the internal energy of an ideal gas.

To fully characterize a thermodynamic system at equilibrium, one needs
to know the thermodynamic potentials

1.1.2 Thermodynamic Potentials

1.1.2.1 Starting Point

The fundamental thermodynamic potential is the Entropy S

SpE, V,Nq Ø EpS, V,Nq contains all information on a system

S grows monotonously with E, i.e., BS
BE ą 0.

Total differential: dE “ TdS ´ PdV ` µdN

• First derivatives: BE
BS

ˇ

ˇ

V,N
“ T, BE

BV

ˇ

ˇ

S,N
“ ´P, BE

BN

ˇ

ˇ

S,V
“ µ

Ñ Equations of state
• Second derivatives: B

2E
BV 2

ˇ

ˇ

S,N
“ ´ BP

BV

ˇ

ˇ

S,N
“ 1

V
1
κS

etc.
Ñ Response functions (compressibility, specific heat etc.)

However, typically, one is not interested in functional dependencies on the
entropy, but rather in functional dependencies on the temperature T “ BE

BS

ñ Legendre transform, new thermodynamic potential:

Free energy F pT, V,Nq “ min
S

`

EpS, V,Nq ´ TS
˘

Differential: dF “ ´SdT ´ PdV ` µdN

Analogously, one can define

The free enthalpy or Gibbs free energy GpT, P,Nq “ minpF ` PV q
dG “ ´SdT ` V dP ` µdN

The grand canonical potential ΩpT, V, µq “ minpF ´ µNq
dΩ “ ´SdT ´ PdV ´Ndµ

The general grand canonical potential ∆pT, P, µq “ minpG´ µNq
d∆ “ ´SdT ` V dP ´Ndµ

The choice of potential depends on the problem one wishes to study. For
example, in experiments, one usually has constant pressure, therefore it is
more convenient to work with G than with F .
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1.1.2.2 Properties of thermodynamic potentials

‹ Gibbs-Duhem relation

E,S are extensive. ñ All thermodynamic potentials are extensive
In particular: ∆pT, P, µq is extensive, i.e., ∆9N ,

but does not depend explicitly on N ñ ∆ ” 0

ñ G “ µN, F “ µN ´ PV, E “ µN ´ PV ` TS, ¨ ¨ ¨

ñ SdT ´ V dP `Ndµ “ 0 or S
N dT ´ V

N dP ` dµ “ 0
(Gibbs-Duhem relation)

‹ First derivatives Ñ Equations of state
Second derivative Ñ Response functions

‹ Convexity

(i) Second law of thermodynamics: S is maximal
ñ SpE, V,Nq concave pXq

(Mathematically: Given a system pE, V,Nq
Consider potential subsystems pEi, Vi, Niq (i “ 1, 2)

with
ř

iNi “ N,
ř

i Vi “ V,
ř

iEi “ E
Define e “ E{N, v “ V {N, ei “ Ei{Ni, vi “ Vi{Ni
spe, vq “ 1

N
SpE, V,Nq, si “ spei, viq.

ñ e “ λe1 ` p1´ λqe2, v “ λv1 ` p1´ λqv2

with λ :“ N1{N
Then, one must have: spe, vq ě λs1 ` p1´ λqs2 !

(Otherwise, entropy can be increased by splitting
up the system into the two subsystems!)
ñ B2s

Be2
ď 0, B

2s
Bv2 ď 0,

ñ B2S
BE2

ˇ

ˇ

ˇ

V,N
ď 0, B

2S
BV 2

ˇ

ˇ

ˇ

E,N
ď 0; Similarly: B2S

BN2

ˇ

ˇ

ˇ

E,V
ď 0.)

e1 e2

λe =   e +(1−  )e1 2λ

s2

s1

1λ λ 2s +(1−  )s

S/N

E/N

by phase separation
be increased
Entropy can

S/N

E/N

(ii) ñ EpS, V,Nq convex pYq
(Reason: According to (i), we have spe, vq ě λs1 ` p1´ λqs2

Insert e “ λe1 ` p1´ λqe2; Consider inverse function eps, vq
ñ spλe1 ` p1´ λqe2, vq ě λs1 ` p1´ λqs2 “: s̃ “ speps̃, vq, vq

spe, vq increases monotonically with e
ñ eps̃, vq ď λe1 ` p1´ λqe2 ñ

B2e
Bs2

ě 0, B2e
Bv2 ě 0

ñ B2E
BS2

ˇ

ˇ

ˇ

V,N
ě 0, B

2E
BV 2

ˇ

ˇ

ˇ

S,N
ě 0 etc. )

(iii) ñ F pT, V,Nq: Y as a function of V
X as a function of T ( B

2E
BS2 “ ´

BT
BS
ą 0 ñ ´ BS

BT
“ B2F
BT2 ă 0)

General (except for S)
concave (X) as a function of intensive variables
convex (Y) as a function of extensive variables

Consequences: Thermodynamic stability conditions
Positivity of compressibility and specific heat etc.
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1.1.2.3 Thermodynamics of phase transitions

‹ Examples:

(a) Liquid-gas transition
Phase diagrams in the planes

(P ´ T ), (V ´ T ), (P ´ V )
Example of isotherm in pP ´ V q

(P pV, T “ T0q)
Corresponding free energy curve

(F pV, T “ T0q)
Corresponding Gibbs free energy

(GpP, T “ T0q)
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(b) Magnetism:
Phase diagrams in the planes

(H ´ T ), (M ´ T ), (H ´M)
Example of isotherm in pH ´Mq

(HpM,T “ T0q)
Corresponding free energy curve

(F pM,T “ T0q)
Corresponding Gibbs free energy

(GpH,T “ T0q)
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Phase diagrams etc. have a similar topology than in the case of the
liquid-gas transition

Main difference: No phase coexistence at equilibrium, because mag-
netization is not a conserved quantity ; Spins can flip.

; ”Forbidden” regions instead of coexistence regions
(In real systems, however, nonequilibrium states where domains
with different magnetization coexist are possible and even fre-
quent).

‹ General remarks:

At discontinuous phase transitions where phases may coexist:
– Intensive variables are equal pP, T, µq
– Extensive variables ”split up” (V Ñ Vp1q ` Vp2q, ¨ ¨ ¨ )

; Consequences for phase diagrams
Intensive variables, e.g., P ´ T diagram

Ñ parametrized lines (in 2D) or surfaces (in 3D)
Extensive variables, e.g. V ´ T diagram

Ñ at discontinuous transitions: Coexistence regions or
forbidden regions (areas, volumes)

at continuous transitions: lines, parametrized surfaces etc.

Characterization of phases via ”order parameter”: Must be extensive
(must be able to distinguish between coexisting phases)
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‹ Gibbs phase rule

Example, how general thermodynamic considerations can be used to de-
duce specific statements on phase transitions.

Consider a simple one-component pNPT q system.
Analyze coexistence lines in the pP ´ T q phase diagram.
If m phases coexist, then the chemical potentials µ of all phases have
to be equal µ1pP, T q “ µ2pP, T q “ ¨ ¨ ¨ “ µmpP, T q

ñ pm´ 1q equations for two parameters (P and T )
ñ At most m “ 3 phases can coexist (triple point).

More generally: Consider n-component system pN1N2 ¨ ¨ ¨NnPT q ,
ñ n chemical potentials have to be equal in all m phases
ñ n ¨ pm´ 1q equations for 2`m ¨ pn´ 1q unknown parameters

(P, T and ciα: concentrations of component i in phase α
with

ř

i ciα “ 1q for all phases α)
ñ f “ 2`mpn´ 1q ´ npm´ 1q “ 2` n´m ”free” variables
Require f ě 0 ñ At most m “ 2` n phases can coexist!

Exceptions are possible if certain symmetries ensure the validities of some
of the equations.

‹ Classification of phase transitions

A phase transition is always associated with a singularity in the thermo-
dynamic potentials (as a function of intensive variables). This motivates
schemes to classify phase transitions.

Ehrenfest classification

First order phase transition: First derivative of the thermodynamic
potential with respect to an intensive variable (e.g., temperature
or an applied field) is discontinuous, makes a finite jump.
NB: Jump in the derivative with respect to temperature indicates
production or consumption of latent heat at the transition.

nth order phase transition: nth derivative is discontinuous, makes
a finite jump

Definition turns out to be problematic, because the second derivatives at
”second order transitions” often diverge instead of simply jumping.
; The singularity is not characterized sufficiently !
Possible way out: Fractional derivatives

Most common approach in the literature
No ”classification”, but just distinction between first order transi-
tions and continuous transitions

Later (Chapter 6), we will learn that it is possible to classify phase tran-
sitions in terms of so-called universality classes.
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1.2 Statistical physics

Thermodynamics:
Macroscopic state variables and relations between them
Axiomatic (laws of thermodynamics)

Statistical physics:

Starting point: N „ 1023 microscopic particles, 6N degrees of freedom,
Hamiltonian H ppi, qiq

Different types of coupling to the environment

– isolated (microcanonical ensemble)
– energy exchange is possible (canonical ensemble)
– energy and particle exchange is possible (grand canonical ensem-

ble)

Ansatz: A microscopic description of the full system is neither possible
nor sensible.
(e.g., would require 3N initial conditions)
Ñ Restriction to statistical statements

1.2.1 Basic assumptions

– Ergodic hypothesis: In the limit t Ñ 8, the system comes arbitrarily close
to every allowed configuration for almost all initial conditions.
Mathematically: Time average = Ensemble average

– Principle of maximal ignorance (Jayne’s principle)
Define information entropy of probability distribution ppΓq for config-
urations Γ

I “ ´
ř

Γ ppΓq lnpppΓqq “ ´xln py

ñ I
!
“ max

– Additivity: Subdivide system into two subsystems

(2)(1)
Ñ I “ Ip1q ` Ip2q ô Partitioning possible: ptotal “ pp1qpp2q

ñ Particles are indistinguishable!

1.2.2 Consequence: Distributions ppΓq

(a) Microcanonical ensemble

Energy is in the interval rE,E ` dEs
Ñ Number of possible states: N pEq
Ñ ppΓq “ 1{N pEq; Imax “ ln N pEq
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(b) Canonical ensemble

I is maximal with boundary condition xEy “ Ê (and
ř

Γ p “ 1)
Ñ Lagrange parameters β, λ

ñ δ
´

ř

p ln p` βp
ř

pE ´ Êq ` λp
ř

p´ 1q
¯

“ 0

ñ ln p` 1` βE ` λ “ 0 ñ p9 e´βE

ñ Boltzmann distribution: ppEq “ 1
Zc

e´βE

with Zc “
ř

e´βE : Canonical Partition function

Imax “ ´
ř

p ln p “ βxEy ` ln Zc

(c) Grand canonical ensemble

I maximal with boundary conditions xEy “ Ê, xNy “ N̂ ,
ř

Γ p “ 1
Ñ additional Lagrange parameter p´µβq

; p “ 1
Zgc

e´βpE´µNq

with Zgc “
ř

e´βpE´µNq: Grand canonical partition function

Imax “ βpxEy ´ µxNyq ` ln Zgc

1.2.3 Relation to thermodynamics

(a) Initial remarks:

‹ Partition the system into two ”weakly coupled” subsystems
ñ Etotal “ Ep1q ` Ep2q for all partitionings

with ppEq 9 e´βE

and ppEq “ ppEp1qqppEp2qq 9 e´β
p1qEp1qe´β

p2qEp2q

ñ βp1q “ βp2q “ β is an intensive quantity.

‹ xEy is extensive and xEy “ ´B ln Z
Bβ ñ ln Z is extensive

´
BxEy
Bβ “ pxE2y ´ xEy2q ñ p∆Eq2 is extensive ñ ∆E

E 9

b

1
xNy

; In the limit xNy Ñ 8, the relative energy is arbitrarily sharp!

‹ Analogeously: µ is an intensive quantity, xNy Ñ 8 ñ ∆N
xNy Ñ 0

(b) Thermodynamic potentials

– Grand canonical ensemble:

Define Ω “ ´ 1
β ln Zgc “ Ωpβ, µq

ñ dΩ “ dβ
 

1
β2 ln Zgc ´

1
β

1
Zgc

BZgc
Bβ

(

´ 1
β

1
Zgc

BZgc
Bµ dµ

“
dβ
β2

 

ln Zgc ` βpxEy ´ µxNyq
(

´ 1
ββxNydµ

“
dβ
β2 Imax ´ xNydµ

Identify: µ ” chemical potential
β ” 1{kBT

Imax ” S{kB
ñ dΩ “ ´SdT ´Ndµ

ñ Ω corresponds to grand canonical potential in thermodynamics
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– Canonical ensemble

Define F pβ,Nq “ ´ 1
β ln Zcpβ,Nq

Grand canonical potential: Ω “ ´ 1
β ln Zgc “ ´

1
β ln

`
ř

N eβµNZcpNq
˘

xNyÑ8
∆N{NÑ0 « ´

1
β ln

`

eβµxNyZcpxNyq
˘

“ F ´ µN

F corresponds to canonical potential in thermodynamics

– Microcanonical ensemble with fixed energy E
Start from canonical potential:

F “ ´ 1
β ln Zc “ ´

1
β ln

ř

E e´βE
xNyÑ8,∆E

E
Ñ0

« ´ 1
β ln N pEqe´βE

“ E ´ 1
β ln N pEq “ E ´ T Imicroc.

max {kB ” E ´ TS X

(c) Thermodynamic limit

To map different ensembles onto each other, we have used that a system
can be partitioned into ”weakly coupled” subsystems.

ñ Energy exchange must be possible (otherwise, thermodynamic equi-
librium cannot be reached), but E “

ř

iE
piq ` δE with δE{E Ñ8

ô The energy E must be extensive (likewise, F,Ω, ¨ ¨ ¨ must be extensive)

This is the central assumption of the thermodynamic limit!

Beware: The thermodynamic limit does not always exist!

Example: Consider a system of particles with pair interactions that
decay according to a power law: Uprq 9A{rσ

Calculate the energy of a sphere with radius R (volume VR)
and homogeneous density ρ in d dimensions:
ñ EpRq “ Aρ2

2

ş

VR
ddr ddr1 1

|~r´~r1|σ

~r“R~x
~r1“R~y
“ Aρ2

2

ş

unit sphereV1
R2dddx ddy 1

|~x´~y|σRσ

“
ρ2

2 R
2d´σconst. (with const. “ A

ş

V1
ddxddy 1

|~x´~y|σ )
ñ With V pRq 9Rd, one gets EpRq{V pRq 9Rd´σ

ñ The thermodynamic limit exists only for σ ą d
(at σ “ d it turns out that EpRq{V pRq 9 lnR)

Consequence: In three dimensions (d “ 3), the thermodynamic limit
does not exist for σ “ 1, e.g., systems of particles with Coulomb
interactions or gravitational interactions!
Can often be fixed for overall neutral systems of charged particles
(electrostatic screening), but not for gravitational interactions!

Why the thermodynamic limit is important

‚ Necessary for equivalence of ensembles (see above)
‚ In the canonical and grand canonical ensemble, phase transitions

are only possible in the thermodynamic limit.
; See next chapter!
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Phase Transitions and Critical
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Chapter 2

Introduction: Phase Transitions

2.1 Spectrum of possible phase transitions

of the early universe

Phase transitions

glasses

Structural

crystals

Liquid
Demixing

Mixing /

modifications

Structural

transitions

Order−disorder

Metal / insulator

transitions

Plasma

Gases

Liquids

Crystal (ordered solid)

Temperature

Superfluidity

Superconductivity

Bose Einstein condensation

Magnetism

11
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2.1.1 ”Classic” phase transitions

(a) Liquid-gas transition

‚ Phenomenological description via van der Waals equation:

pP ` a{V 2qpV ´ bq “ RT , with
b: Reduction of accessible volume due to own volume of particles
a{V 2: ”Internal pressure” due to interaction between particles

Ñ Two classes of isotherms (lines with temperature T “ const.)

‚ Small T : P pV q exhibits ”van der Waals loop” Ñ unphysical!
mechanical equilibrium: Pressure must decay monotoneously

Ñ phase separation, horizontal isotherm in two-phase region
chemical equilibrium: Chemical potential identical in both phases

Ñ Maxwell area rule (proof: exercise)
‚ Large T : Pressure P pV q decays monotoneously, no phase transition

‚ Transition Tc: Critical point with BP
BV

ˇ

ˇ

ˇ

Vc,Tc
“ B2P
BV 2

ˇ

ˇ

ˇ

Vc,Tc
“ 0

To analyze transition point: Rewrite van der Waals equation as
ΦpV, T, P q :“ V 3 ´ V 2 pb`RT {P q ` V a{P ´ ab{P ” 0

´

p BP
BV
qT “ ´p

BΦ
BV
qP,T

M

p BΦ
BP
qV,T , p

B2P
BV 2 qT “ ´p

B2Φ
BV 2 qP,T

M

p BΦ
BP
qV,T `p

BΦ
BV
qP,T p

B2Φ
BV BV

qT

M

p BΦ
BP
q2
V,T

ñ p BP
BV
qT “ p

B2P
BV 2 qT “ 0 with Φ ” 0 implies p BΦ

BV
qP,T “ p

B2Φ
BV 2 qP,T “ 0

¯

– Location of critical point:
via ΦpVc, Tc, Pcq “ pV ´ Vcq

3 (three zeroes collapse)
Insert and compare coefficients ñ VcPc{RTc “ 3{8

(Experimental values: 4 He: 0.308; H2: 0.304;
O2: 0.292; H2O: 0.230)

– Behavior in the vicinity of the critical point

Compare different paths:
(i) V ” Vc: κT “ ´ 1

Vc
BV
BP

ˇ

ˇ

T
9 |T ´ Tc|

´γ

with γ “ 1
(ii) T ” Tc: P ´ Pc 9 |V ´ Vc|δ

with δ “ 3
(iii) Coexistence: Vgas ´ Vliquid 9 pTc ´ T q

β

with β “ 1{2
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������

�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������
�������������Pc

Vc

T=Tc

(iii)
V

(ii)

(i)

Coexistence

P

Ñ Algebraic behavior
Critical exponents γ, δ, β (exp.: γ “ 1.24, δ “ 4.8, β “ 0.33)

‚ Conclusions:
Phenomenological description, surprisingly successful
Universal properties at the critical point

(power laws, critical exponents independent of material)
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(b) Magnetism

‚ Phase diagram
Magnetization of a ferromagnet
M0pT q: Spontaneous magnetization

T=Tc M (T)0

T large T small

M

H

‚ Description by phenomenological theory

Ideal paramagnet: Curie law M “ C
TH

Ferromagnet: Curie-law + molecular field: Hmol “ λM
(Hmol 9M : interaction with magnetized environment)

ñ M “ C
T pH ` λMq (Curie-Weiss law)

ñ High temperature: χT “ BM
BH

ˇ

ˇ

T
9 1

T´λC 9
1

|T´Tc|

Low temperature (T ă Tc): Description breaks down
Curie law must be replaced by more accurate law:
M 9 tanhpCHT q Ñ spontaneous magnetization etc.

‚ Comparison with liquid-gas transition

Phase diagrams:

Vc

VgasVliquid

V

T

Coexistence

0
M (T)

M

T

Forbidden

liquid

gas

T

P

Critical point
Critical point

H

T

Critical exponents:

– Order parameter: M0pT q; pVgas ´ Vliquidq 9 |T ´ Tc|
β

– Susceptibility, compressibility: Bporder parameterq
Bpconjugated fieldq 9 |T ´ Tc|

´γ

– Order parameterØ conjugated field:
"

H 9M δ

pP ´ Pcq 9 pV ´ Vcq
δ

*

– Specific heat: CH ;CV 9 |T ´ Tc|
α

Values of critical exponents:

Same for both systems within phenomenological theories:
α “ 0 (corresponds to a jump)
β “ 1{2 (corresponds to a jump)
γ “ 1 (corresponds to a jump)
δ “ 3 (corresponds to a jump)

(experimentally: not exactly the same, but similar)
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2.1.2 Other Examples of phase transitions

(c) Demixing of fluids

Example: Phenol and water

~37 %

homogeneous

liquid

Two phases

% Phenol

T 66.8  C
o

(d) Antiferromagnet

T

paramagnetic

Nχ∼1/(Τ−Τ  )

At fixed H > 0
M

Picture: ferromagnetically ordered sublattices

Order parameter:
”sublattice magnetization”

(e) Order-disorder phase transformations
‚ Example: Brass (CuZn alloy)

Cu/Zn

disordered ordered: different compositions
on different sublattices

Zn

Sublattice A

Sublattice B
Cu

; Positional order
‚ Example: KCn

K

CN

+

−

disordered aligned along (110) axes
no directed orientation

directed orientation

(b)(a)

dipoles

; Orientational order
Order parameter:

(a) Orientational order tensor
(b) Mean orientation :

ř

σj with σj “ ˘1 for ,

(f) Structural phase transitions

Example: Ba Ti O3

cubic symmetry tetragonal symmetry

Ba

OTi

Description: ”Condensation” of a specific optical phonon
with q “ 0 Ñ ”soft mode”

When approaching the phase transition from the ”disordered” state,
this phonon becomes arbitrarily ”soft”.
Amplitude φ of this phonon Ñ ”Order parameter” xφy
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(g) Melting and freezing

T > T T < T

ρ( )x

x

ρ( )x

x

c c

”Freezing
of density fluctuations”

– Phase transition is always discontinuous

– Possible description: ρp~rq “
ř

~G ρ̂ ~Gei
~G~r; with order parameter tρ̂ ~Gu

(h) Liquid crystals

Liquids of strongly anisotropic molecules or building blocks

Possible phases:

– Disordered:

– Nematic: No positional order,
but orientational order

Order parameter: Orientation tensor

– Cholesteric: Nematic within pxyq planes
Twisted in z direction

– Smectic A: Nematic order
Positional order in one direction (layers)
Liquid within layers

– Smectic B: Same as smectic A,
but tilted orientation

Application: Liquid crystal displays (LCDs)
– exploit optical anisotropy in nematic or smectic phases

(i) Macroscopic quantum states

‚ Bose condensation: Consider a gas of non-interacting bosons
At low temperatures, high densities:

Macroscopic fraction of particles
occupies ground state.

Order parameter: ψ “
?
neiφ

with nprq: density of condensate

n  /no

Tc

1

Condensate

Normal gas

T

‚ Superfluidity: (He3, He4)
Superfluid state: Similar to Bose condensate,

but ”liquid”, not ”gas”
(particles interact strongly)

Consequences: e.g., dissipation free flow
through tubes and capillaries

λ−line

Solid hcp

Gas

bcc

Superfluid

Normal fluid

T

P
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‚ Superconductivity:

Superconductive state: Bose condensate
of electron pairs (Cooper pairs)

Consequences: No resistance
(; dissipation free current)

Meissner effect (magnetic fields are expelled),
etc. Tc

H

Superconductor

Normal conductor

Type I 

T

(j) Phase diagrams of quantum chromodynamics

(schematic, conjectured)
T

(barionic chemical potential)µ

Color
superconductive

Quark−Gluon Plasma

Nuclear

Gas Liquid

(k) Electroweak phase transition

Depends on the mass of the Higgs boson

– Large Ñ Spontaneous symmetry breaking

– Small Ñ Symmetric
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2.2 Description of phase transitions:
Important concepts

(1) Order parameter

A quantity, that distinguishes between phases, e.g., magnetization
(ideally zero in one of the two phases)

Continuous phase transitions
Ñ Order parameter vanishes continuously at a critical point Tc

”First order” phase transition
Ñ Finite jump at the transition point

ñ Order parameter should be extensive !
If it were intensive, the second scenario would not be possible!

(2) Fluctuations

In the vicinity of phase transitions, one often observes strong fluctuations
– in particular, close to continuous phase transitions

Examples:
‚ Liquid/Gas critical point: Strong density fluctuations

(critical opalescence)
‚ Soft mode at structural phase transitions

Fluctuations are generally related to susceptibilities
(e.g. density fluctuations Ø compressibility)
; Susceptibilities often diverge in the vicinity of phase transitions

Consequences:

‚ Energy fluctuations: Peak in the specific heat
; Calorimetric measurements are often the first method of choice
when looking for possible phase transitions

‚ Large correlation lengths / cluster sizes
; experimentally measurable effects (e.g., critical opalescence)

‚ Large clusters Ñ longer relaxation times ”Critical slowing down”
(Ordering processes are slower close to phase transitions)

(3) Symmetry and Symmetry breaking

Phase transitions often come with changes of the symmetry of a system
(e.g., magnetism, order-disorder transitions, electroweak transition)

In such cases, the order parameter characterizes the symmetry breaking.
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(4) Critical behavior

At the critical point of a continuous phase transition, one often observes
– Power laws
– Critical exponents
– Universality

e.g., Liquid/Gas: Compressibility κT 9 |T ´ Tc|´γ

Pressure Ø Volume at Tc: |P ´ Pc| 9 |V ´ Vc|δ

Coexistence curve: Vgas ´ Vliquid 9 pTc ´ T q
β

Magnetism: Susceptibility χ “ pBM
BH qT 9 |T ´ Tc|

´γ

Field Ø Magnetization at Tc: |H| 9 |M |δ

Magnetization: M 9 pTc ´ T q
β

in both cases: Specific heat: c9 |T ´ Tc|α

Specifically: Categorization in universality classes
according to: – Spatial dimension

– Symmetry of the order parameter
– Range of interactions

(will be explained in more detail later)

(5) Thermodynamic limit

From the above, one concludes:
Phase transitions are always associated with singularities
First order phase transition: Order parameter jumps
Continuous phase transition: Power laws or essential singularity

; Phase transitions can only exist in the thermodynamic limit!

Reason: Consider canonical or grand canonical ensemble
In finite systems: F “ ´ 1

β ln Z “ ´ 1
β ln

ř

Γ e´βEpΓq

Ñ Finite sum of analytical functions
Ñ Analytical function, no singularity

Singularities can only emerge if the sum is infinite.
Exception: In the microcanonical ensemble,

singularities may be possible even in finite systems.

Second (related) aspect: In the thermodynamic limit, it is possible to
effectively break ergodicity in macroscopic times.

Assume that a system is ergodic: Almost every configuration can
be reached after sufficiently long time.

In finite systems: ”Sufficiently long time” means finite time.
In infinite systems: ”Sufficiently long time” may mean infinite time

; System is effectively trapped in one phase
; Ergodicity breaking

(one possible signature of a phase transition)



Chapter 3

The Ising Model

3.1 Introduction

3.1.1 Definition of the Ising model

Given some regular lattice in d dimensions (d=1,2,3,...)
(e.g., in 3 dimensions, cubic, fcc, bcc, ...)

Ingredients:

(i) Each lattice site carries a ”Spin” Si “ ˘1, i.e., a variable that can
take one out of two values (not a quantum mechanical spin)

(ii) Cooperativity: The value of one spin influences the neighbor spins

(iii) Possibly an external ”field” H that favors a certain value of Si
No kinetic degrees of freedom (momentum etc.)

ñ Energy function H rtSius “ ´J
ÿ

xijy

nearest neighbors

SiSj ´H
ÿ

i

Si

Cooperativity (ii) Field (iii)
(”Hamiltonian”)

The most common choice is J ą 0 (”ferromagnetic”),
but J ă 0 is also possible (”antiferromagnetic”).

Based on the energy function, one calculates

– The partition function Z “
ř

tSi“˘1u e´βH rtSius

– The free energy F “ ´kBT ln Z

etc.

Extensions and generalizations are possible and have been studied,

e.g., additional interactions between spins that are further apart,
anisotropic or spatially varying interactions Jij or fields Hi,
Ising models on irregular lattices or other graphs, etc.

19



20 CHAPTER 3. THE ISING MODEL

3.1.2 Motivation

‚ Original motivation: Designed as simple model for magnetism, therefore
”magnetic” language (spins, field, etc.)
However, the Ising model is actually not a good model for a magnetic
system, since magnetic moments (”Spins”) are quantum objects and three
dimensional vectors (~S)

‚ Can be a good model for certain binary alloys in the context of order-disorder
transitions (a ”spin” S “ ˘1 then indicates the occupation of a lattice site
with an atom of type A or B).

‚ The Ising model at H “ 0 is one of the simplest model systems that exhibits
a phase transition
; used to study fundamental properties of phase transitions

‚ Universality: Many practically important phase transitions are in the so-
called ”Ising universality class”, e.g., the liquid-gas transition, binary mix-
tures, ... (Ñ see sections 4 and 6 )

(‚ Historically: Has been studied extensively. Many techniques and arguments
that were developed in this context are simply fun!
First case, where a non-trivial phase transition has been calculated ex-
actly from first principles, i.e., starting from the partition function of a
microscopic model)

3.1.3 History

1925: Introduction by Ising (in his PhD thesis, supervised by Lenz)
Model for magnetism
Exact solution in one dimension, unfortunately no phase transition :-(
(Ising believed/argued, that there would be no phase transition in higher
dimensions either)

1934, 35: Bragg, Williams, Bethe
Took interest in Ising model as model for binary mixtures
ÑDeveloped approximate solution methods (”mean-field approximations”)
that gave a phase transition

1936: Peierls
Argument, why there should be a phase transition in 2 dimensions
(not entirely accurate, later completed in 1964 by Griffiths)

1941: Kramers, Wannier
Symmetry considerations Ñ exact expression for Tc in two dimensions

1944: Onsager
Exact solution in two dimensions for the case H “ 0
(Solutions for H ‰ 0 also became available later.)
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3.1.4 Remark: Identifying phase transitions in the Ising model

Problem: For symmetry reasons, one always has M “ x
ř

i Siy “ 0 at H “ 0.

Ñ How can one identify a phase transition then?

Possible approaches:

(i) Calculate free energy F and search for singularities

(ii) Introduce a symmetry breaking infinitesimal field H Ñ 0˘

Symmetry breaking phase transition: lim
HÑ0`

MpT,Hq ‰ lim
HÑ0´

MpT,Hq

(iii) Symmetry breaking boundary conditions
+ + + + +

+

+

+

+

+ + + + +

+

+

+

+

+

+

+

ÑM0pT q
−

−

− −−−−−

−

−

−

−

−

−

− − − − − −

−
Ñ ´M0pT q

(iv) Analyze histogram of M

M  =0
0

P(M)

(disordered)

−M
  0

M
0

P(M)

(ordered)
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3.2 One-Dimensional Ising Model

We first consider the one dimensional Ising chain:

+ - - + - + + - -
1 N

H “ ´J
N´1
ř

i“1
SiSi`1

3.2.1 Why there cannot be a phase transition

‚ ”Ground state” (State with lowest energy)

All Spins have the same sign, e.g., + + + + + + +
Energy: E “ ´JpN ´ 1q “: E0

‚ Lowest excitation:

One ”kink”: + + + +|- - -
Energy: E “ ´JpN ´ 2q ` J “ E0 ` 2J
; Energy costs compared to ground state: ∆E “ 2J
; Boltzmann probability of such a kink

Pkink 9 e´β∆E “ e´2βJ : Finite number (0 ă Pkink ă 1).

But: Every kink destroys the order
Probability, that no kink is present (i.e., order persists):

Pno kink 9 p1´ Pkinkq
N´1 NÑ8

ÝÑ 0
Ó

possible positions of kinks

ñ Ising chain is always disordered !

NB: Argument does not work in two dimensions,
since lowest excitation (one flipped spin)
does not yet destroy global order

+ + ++

+ + + +

++

+

+++

++

+

+

+

+

+

+

+

+

+ + + ++

+ + + +

++

+

+++

++

+

+

+

−

+

+

+

+

+

Global order is destroyed by an excitation of the form
+ + ++

+ + + +

++

+

+++

++

+

+

+

+

+

+

+

+

+ + − −−

+ − − −

−−

−

−−+

−+

−

+

+

+

+

+

+

+

+ L (boundary line between domains)

However, the energy costs of this excitation are: ∆E ě 2JL
ñ P 9 e´2βLJ Ñ 0 for LÑ8
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3.2.2 Solution of the one-dimensional Ising model

Consider one dimensional Ising chain H “ ´J
N
ř

i“1
SiSi`1 ´H

ř

i Si
with periodic boundary conditions: SN`1 :“ S1

‹ Free energy: Exact calculation via transfer matrix method

Starting point: Partition function Z “
ř

tSiu
e´βH rtSius

Notation (motivated by quantum mechanical bras and kets):
S fl |Sy with S “ `1 fl

`

1
0

˘

, S “ ´1 fl
`

0
1

˘

ñ e´βH
“ eβJS1S2`β

H
2
pS1`S2q

looooooooooomooooooooooon

eβJS2S3`β
H
2
pS2`S3q

looooooooooomooooooooooon

¨ ¨ ¨

fl xS1|V |S2y xS2|V |S3y ¨ ¨ ¨

with V “
ˆ

eβJ`βH e´βJ

e´βJ eβJ´βH

˙

(check by inserting!)

ñ Z “
ř

S1̈¨ SN

xS1|V |S2y¨¨ xSN |V |S1y “
ř

S1

xS1|V
N
|S1y “ TrpV N q

“ pλN1 ` λ
N
2 q

looooomooooon

Eigenvalues, λ1ąλ2

“ λN1 p1` pλ2{λ1q
N
q
NÑ8
ÝÑ λN1

ñ F “ ´kBT ln Z “ ´kBTN lnλ1

Specifically: Eigenvalues of V are given by
λ1,2 “ eβJ coshpβHq ˘

a

e2βJ sinh2
pβHq ` e´2βJ

(at H “ 0: λ1,2 “ eβJ ˘ e´βJ)

ñ F “ ´kBT N ln
”

eβJ coshpβHq `
b

e2βJ sinh2pβHq ` e´2βJ
ı

In particular, at H “ 0: F “ ´kBT N ln
“

2 coshpβJq
‰

Analytical function for all temperatures ; No phase transition!

‹ ”Magnetization” : M “ x
ř

i Siy “ ´
BF
BH

(Since: F “ ´kBT ln
ř

e´βH
“ ´kBT lnp

ř

eβJ
ř

SiSj`βH
ř

Si

ñ BF
BH
“ ´kBT/////

ř

e´βH β/
ř

Si
M

ř

e´βH
“ ´x

ř

SiyX q

ñ M “ ¨ ¨ ¨ “ N sinhpβHq
M

b

sinh2pβHq ` e´4βJ

βJ Ñ 0 : M{N « tanhpβHq H

M/N

βJ Ñ8 : M{N «
sinhpβHq?
sinh2pβHq

“ signpβJq
H

M/N

step function
; ”Phase transition” at T “ 0?

‹ Correlations: Gij “ xSiSjy ´ xSiyxSjy

Specifically H “ 0 ; xSiy “ xSjy “ 0

Longer calculation (homework) ñ Gij 9 e´|i´j|{ξ

with ξpH “ 0, T q “ 1
´ lnptanhpβJqq „ e2βJ Ñ8 for β Ñ8

; Correlation length ξ diverges at T Ñ 0

; Characteristic feature of critical behavior
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3.3 Two-Dimensional Ising Model: Exact Results

Now we discuss the two dimension Ising model at H “ 0,
H “ ´J

ř

xijy

SiSj (with xijy: nearest neighbors)

In this section we will restrict ourselves to the square lattice. (Generalizations of
the arguments below to other lattices are sometimes possible, but not always.)

3.3.1 Peierl’s argument for the existence of a phase transition

(Peierls 1936, Griffiths 1964, Dobrushin 1965)

Idea of the argument:

– Consider Ising system pΩ
with fixed boundary condition:
Surrounded by spins S “ `1.

L
fixed

+ + ++

+ + + +

+−

+

+++

+−

−

+

+

+

+

+

+

+

+

– Show, that for sufficiently low temperatures, there exists an α ą 0 such
that, at H “ 0, the magnetization per spin M

pΩ
{N “ 1

N x
ř

i Siy is
always larger than α, M

pΩ
{N ě α, independent of system size

(i.e., this system has positive magnetization).
– At these temperatures, limNÑ8,HÑ0`M{N ě α holds generally, inde-

pendent of the boundary condition. (H Ñ 0` is introduced to break
the S “ ˘1 symmetry in the absence of the boundary condition.)
(Reason: Free energy F pT,Hq

Magnetization at H Ñ 0` : M “ ´

´

BF
BH

¯

HÑ0`

But: F is extensive (additive) at LÑ8

; Boundary only contributes with surface term to F , Fsurf 9 L9
?
N

; Fgeneral “ F
pΩ ` OpN1{2

q ñ lim
HÑ0`

M
pΩ “ lim

HÑ0`
Mgeneral ` OpN1{2

q q

Goal therefore: Search for lower bound for M
pΩ

N “ 1´ 2 xN´yN in the system pΩ
where N´: Number of sites with Si “ ´1

‹ Consider some (arbitrary) configuration C

+

+

+

++++++

−

+

−

+

+

+

+

+

+

++

−

+++++

++

++

−−−

−+−−

−−−−

++−−

+++−

Draw domain wall lines between spins of different sign
; Lines form closed polygons
; Every spin S “ ´1 lies inside at least one polygon
Label all possible polygons (Ñ label p)

Define variablesXp “

"

1 : polygon p appears in configuration C
0 : otherwise

lp :“ contour length of polygon p
Polygon p contains at most plp{4q2 spins

ñ Estimate: N´ ď
ř

pXp

` lp
4

˘2

‹ Also holds in the thermal average ñ xN´y ď
ř

pxXpy
` lp

4

˘2

with xXpy “

ř1 e´βH configurations C that contain polygon p
ř

e´βH all configurations
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‹ Upper bound for xXpy and xN´y
Trick: For each configuration C (in Σ1)

that contains polygon p, construct a
partner configuration C ˚ by invert-
ing all spins inside the polygon.

+

+

+

++++++

−

+

−

+

+

+

+

+

+

++

−

+++++

++

++

−−−

−+−−

−−−−

++−−

+++−

+

+

+

++++++

−

+

+

+

+

+

+

+

+

++

+

+++++

++

++

+++

+−++

++++

++++

+++−

; Energy difference: H pC ˚q “H pC q ´ 2lpJ

ñ Estimate :
ř

all confs
e´βH ě

ř

C˚
e´βH “ e2lpβJ

ř1 e´βH

ñ xXpy “

ř1 e´βH
ř

e´βH ď e´2lpβJ

ñ xN´y ď
ř

p e´2lpβJ
` lp

4

˘2
“

ř

l e
´2lβJ

`

l
4

˘2

number of polygons of length l
hkkikkj

nplq

‹ Upper bound for nplq (number of polygons of length l)
Construction of a polygon:

First line: 2N possibilities (+ border)
Second line: At most 3 possibilities

*

ñ nplq ď 2N 3l´1

‹ Combine everything:
xN´y ď

ř

l e
´2lβJ

`

l
4

˘2
2N3l´1 “ N

24

ř8
l“0

`

3e´2βJ
˘l
l2 “ N

24fp3e´2βJq

with fpxq “ xp1`xq
p1´xq3

(since:
ř

l x
ll2 “ d2

dα2

ř

lpxeαql
ˇ

ˇ

α“0
“ ¨ ¨ ¨ “

xp1`xq

p1´xq3
)

fpxq becomes arbitrarily small at xÑ 0:
For example, choose β large enough fp3e´2βJq ď 1

2 ñ xN´y ď
N
48

ñ
M

pΩ
N “ 1´ 2xN´y

N ě 1´ 1
24 independent of system size X

3.3.2 Kramers-Wannier method to determine Tc

Consider Ising model, square lattice, H “ 0 :
Number of sites: N
Number of edges (”bonds”): K

+ + ++

+ + + +

+−

+

+++

++

−

+

−

+

+

+

+

+

+

This subsection: Exact method to determine Tc (under certain assumptions)
based on a comparison of different series expansions of the partition function
; Smart approach (fun), will also teach us about series expansions

(a) Series Expansions of the partition function: Two approaches

(i) Low temperature expansion

‹ T “ 0:
+ + ++

+ + + +

++

+

+++

++

+

+

+

+

+

+

+

+

+

ZN “
ř

tSiu
eβJ

ř

xijy SiSj “ eβJK

‹ T finite:
+ + ++

+ + + +

+−

+

+++

++

−

+

−

+

+

+

+

+

+

; Polygons P with total contour length l
Costs: ∆H “ 2Jl

ZN “
ř

tSiu
eβJ

ř

xijy SiSj “ eβJK
ř

P summed over all polygons
all polygon

configurations

e´2βJ lpP q
|

(NB: Uniqueness: Polygons do not cross each other: = )
‹ At low temperatures, the dominant contributions correspond to

polygons with short contour lengths.
ñ ”Low temperature expansion”: Expansion in powers of e´2βJ



26 CHAPTER 3. THE ISING MODEL

‹ Construction of the coefficients (lowest order terms)
l “ 4: +−+ Ñ N possibilities
l “ 6: − − Ñ 1

2N ¨ 4 possibilities
l “ 8: − −

− − − − −

−

− −

− −

,

Ñ

1
2NpN ´ 5q
`6N
`N

,

.

-

“ 1
2NpN ` 9q possibilities

; ZN “ eβJKp1`Ne´2βJ ¨4 ` 2Ne´2βJ ¨6 ` 1
2NpN ` 9qe´2βJ ¨8 ` ¨ ¨ ¨ q

ñ General result: ZN “ eβJK
ÿ

l

ÿ

tP ul

e´2βJl

|
Possible polygon configurations made of boundary lines
with total contour length l (all polygons)

NB: Expansion is finite (l ď 2N) for finite systems
Infinite series at N Ñ8, possibly with convergence radius

(ii) High temperature expansion
‹ T Ñ8 or β “ 0 ñ ZN “

ř

tSiu
1 “ 2N “: ZN,0

‹ T finite: ZN “
ř

tSiu

eβJ
ř

xijy SiSj “ ZN,0

ř

tSiu
e
βJ

ř

xijy SiSj

ř

tSiu
1

“ ZN,0

@

eβJ
ř

xijy SiSj
D

0–average at β “ 0

eβJSiSj “ coshpβJq ` SiSj sinhpβJq

“ ZN,0 pcoshpβJqqK
@
ś

xijy

p1` v SiSjq
D

0

with v “ tanhpβJq

‹ At high temperatures, the dominant contributions correspond to
terms of low order in v “ tanhpβJq .
ñ ”High temperature expansion”: Expansion in powers of v

‹ Construction of the coefficients: Graphical approach
Every term ”vSiSj” corresponds to a line i—j along the edge xijy.

; First Order: — ; Second order: ——̈ + — etc.
˛ For unequal indices i, j, one has xSn1

i Sn2
j y0 “ xS

n1
i y0xS

n2
j y0

For odd powers n, one has xSni y0 “ 0

; Graphs with free line ends or graphs, where an odd num-
ber of lines meet at one vertex, do not contribute
(e.g., first order terms: - fl xSiSjy0 “ xSiy0xSjy0 “ 0).

; Only graphs consisting of closed polygons contribute.
˛ Lowest nonvanishing order: v4 ( )

Next orders: v6 ( )
v8 ( + + + )

ñ General result: ZN “ 2N pcoshpβJqqK
ÿ

l

ÿ

tP ul

ptanhpβJqql

|
Possible polygon configurations made of edges
with total length l (all polygons)
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(b) Duality

Compare (i) and (ii): Very similar expressions
Z fl in both cases a sum over polygon configurations,

however, different alignment with the underlying lattice
(i) Low temperature expansion

Polygon lines perpendicular to bonds between lattice sites

(ii) High temperature expansion
Polygon lines lie on to bonds between lattice sites

Formal relation: Dual lattice
Original lattice: N0 lattice sites (vertices)

N1 edges (bonds)
N2 faces (plaquettes)

or

Dual lattice:
Plaquette centers Ñ vertices pN˚0 “ N2q

Bonds Ñ transverse bonds pN˚1 “ N1q

Vertices Ñ plaquettes pN˚2 “ N0q

,

Euler relation: N0 ´N1 `N2 “ N˚0 ´N
˚
1 `N

˚
2 “ 2

(NB: The outside of the graph counts as one face.)
Consequence for partition function

High temperature expansion: Polygon expansion on original lattice:
ZN0,HTpβq

L

2N0pcoshpβJqqN1 “
ř

l

ř

tP ul

ptanhpβJqql

Low temperature expansion: Polygon expansion on dual lattice:
ZN˚2 ,LT

pβq
L

e2βJN˚1 “
ř

l

ř

tP ul

pe´2βJql

; Consider now an Ising model on the dual lattice with partition
function Z ˚

N˚0
. Then the expansions of Z , Z ˚ can be mapped

onto each other: Z ˚
N˚0 ,HT

pβ˚q 9ZN˚2 ,LT
pβq

with tanhpβ˚Jq “ e´2βJ ô sinhp2βJq sinhp2β˚Jq “ 1

; Duality relation: High temperatures map onto low temperatures
Specifically, the square lattice is self dual: Z ˚pβ˚q “ Z pβ˚q

Consequence for phase transition
Phase transition Ø Singularity of F “ ´kBT ln Z at N Ñ8

Here: F pβq “ ´kBT ln
`
ř

l

ř

tP ul

pe´2βJql
˘

`N ¨ analytic terms

F ˚pβ˚q “ ´kBT ln
`
ř

l

ř

tP ul

ptanhpβ˚Jql
˘

`N ¨ analytic terms

ñ If F pβq is nonalytic at βc, then F ˚pβ˚q is nonalytic at β˚c
Self dual lattice: F ˚pβ˚q “ F pβ˚q
ñ F pβq is also nonanalytic at β˚c , singularities come in pairs

Assume only one singularity ñ βc “ β˚c ñ psinhp2βcJqq
2 “ 1

ñ βcJ “
1

2
arsinhp1q “

1

2
lnp1`

?
2q “ 0.4407
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Summary and Conclusions

‚ We have used symmetry considerations to determine Tc without actu-
ally ”solving” the Ising model (i.e., calculating the partition function)

‚ On this occasion, we also introduced the method of series expansions
for β Ñ 0 and β Ñ 8. They generally play an important role
independent of this argument here.

Remarks

‚ Duality trick does not work in three dimensions, since the lattice and
the dual lattice are too different

‚ The trick can also be used for the triangular lattice / honeycomb lattice
; ”star-triangle transformation”

Result: ptanhpβcJqq
´1 “

"

2`
?

3 : triangular lattice
?

3 : honeycomb lattice

3.3.3 Exact solution of the Ising model on the square lattice

In his original solution of the 2D Ising model, Onsager (1944) used the transfer
matrix method (see Sec. 3.2.2).

Here, we present an alternative approach due to Samuel (1980), which is based
on the high temperature expansion (Sec. 3.3.2) and the mathematical
framework of ”Grassmann variables”.

For a more detailed discussion see also the book by F. Wegner:
”Supermathematics and its Applications to Statistical Physics”

We consider an Ising model with N “ Lx ˆ Ly spins on a square lattice

(1) General properties of Grassmann variables

‚ Symbols ξ with ξiξj “ ´ξjξi pñ ξ2
i “ 0q

Application example: exppξiq “ 1` ξi

‚ Generate so-called ”Grassmann algebra”
with elements A “ a`

ř

i aiξi `
ř

i,j aijξiξj ` ¨ ¨ ¨

‚ Formally define ”Integration” via
ş

dξNdξN´1 ¨ ¨ ¨ dξ1 ξ1ξ1 ¨ ¨ ¨ ξN “ 1,
where integral becomes zero, if one of the ξi is missing.
ñ

ş

dξ̄dξ exppξaξ̄q “
ş

dξ̄dξp1` ξaξ̄q “ a
ş

drξ̄sdrξs expp
ř

ij ξiAij ξ̄jq “ detpAq

with
ş

drξ̄sdrξs :“
ş

dξ̄NdξNdξ̄N´1dξN´1 ¨ ¨ ¨ dξ̄1dξ1

‚ Change of variables: Given a Grassmann integral
ş

drξsf rξs

Linear substitution ξi Ñ θj “
ř

k Jjkξk
Then, one has (no proof):

ş

drξsf rξs “
ş

drθsf rξrθss 1
detpJq

NB: For nonlinear substitution rules, the transformation rule may
be more complicated, but we will not need that here!
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(2) Strategy for solving the two dimensional Ising model (Samuel, 1980)

‹ Starting point: High temperature expansion (Sec. 3.3.2)

ZN “ 2N pcoshpβJqq2N xZN with xZN “
ř

CP
vlP , v “ tanhpβJq

with
ř

CP
: Sum over all configurations of closed polygons

lP : Total length of polygons
Idea: Generate sum over all polygon configurations

via Grassmann integral
‹ Procedure

‚ Assign four Grassmann variables ξpiqnm
(i “ 1¨¨ 4) to each lattice site pn,mq

x

x

x

x

2

4 3

1

‚ Define linker l̂: Pairs of Grassmann variables
Local: êpijqnm “ ξ

piq
nmξ

pjq
nm for i ă j fl

x

x

x

x

x

x

x x,

Bond: b̂pxqnm “ ξ
p3q
nm ξ

p4q
pn`1qm

b̂
pyq
nm “ ξ

p1q
nmξ

p2q
npm`1q

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x x,

‚ Define ”action” (quadratic in ξ)
Srξs “

ř

nm

“

v paxb̂
pxq
nm ` ay b̂

pyq
nmq `

ř

iăj aij ê
pijq
nm

‰

”
ř

cα l̂α
with ax, ay, aij “ ˘1 (sign to be determined below).

‚ Consider Grassmann integral I “
ş

drξs exppSrξsq
(Order:

ş

drξs “
ş

dξ
p4q
Lx,Ly

¨̈ dξ
p1q
Lx,Ly

dξ
p4q
Lx´1,Ly

¨̈ dξ
p1q
1,Ly

dξ
p4q
Lx,Ly´1̈¨ dξ

p1q
1,1)

; I has additive contributions from all configurations, in which
2LxLy linkers l̂α are distributed such that every position
pn,m, iq is occupied by precisely one Grassmann variable.

Example:

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x x x x

x x x x

x x x x

Configurations contribute (additively)
with

ş

drξs
ś

α
cα l̂α 9 ˘ vlP

Sign: Depends on the power of ax, ay, aij
in I and the number of transpositions
needed to sort

ś

α l̂α by ascending ξpiqnm
ñ - I sums automatically over all configurations with closed

polygons. Free ends are not possible :-)
- Contribution of each polygon configuration is 9 vlp :-)
- But: Prefactor could be negative :-(

; Goal: Choose ax, ay, aij “ ˘1 such that every polygon configuration
has the weight vlP . Then we have ẐN “ I, and I can be calculated
following the integration rules described in (1).

(3) Determination of coefficients ax, ay, aij
First consider configurations, in which polygons don’t touch, i.e., don’t
share corners (For touching polygons see step (iii) below). Calculate their
weight by rearranging, reorienting and reassigning linkers.
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Notation: kx, ky: Number of bonds in x,y direction (lP “ kx ` ky)
Np: Number of polygons

NB: Linkers commute, since they are pairs of Grassmann variables.
kx and ky are even, since polygons are closed.

Steps:

(i) Calculate contribution of isolated lattice sites
Three possibilities,

x

x

x

x

x

x

x

x

x

x x x, ,

Factor: pa12a34 ` a23a14 ´ a13a24q per site.
; Postulate pa12a34 ` a23a14 ´ a13a24q

!
“ 1

(ii) Now consider polygons. Assemble all bonds
belonging to same polygons together in chains.

(iia) Reorient bonds in polygons such that they
run counterclockwise.
Costs: Factor p´1qpkx`kyq{2

(half of all bonds must be reoriented)
(iib) Shift linkers in polygon chains by one ξ

; New linkers are all local.
nij new linkers of the form ê

pijq
nm .

Costs: p´1qNp (one cyclic permutation
of ξ variables per polygon)

(iic) Reorient new linkers êpijq such that i ă j
Costs: Factor p´1q

ř

iąj nij .

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x x x x

x x x x

x x x x

x x x x

x x x x

x x x x

x x x x

x x x x

x x x x

x x x x

x x x x

x x x x

(iid) Determine weight of polygon elements:
- Bonds: vlp akxx a

ky
y “ vlp (kx, ky even)

- Joints between bonds:

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x

x x x

x

x

x (n̄ij “ nij ` nji)

an̄34
12 an̄12

34 an̄14
23 an̄23

14 p´a13q
n̄24 p´a24q

n̄13

(Sign:
ş

dξp4qdξp3qdξp2qdξp1qêpijqêpklq for site with linkers êpijqêpklq)

(iie) Summarize: Polygon configuration has weight WvlP with
W “ an̄34

12 a
n̄12
34 a

n̄14
23 a

n̄23
14 a

n̄24
13 a

n̄13
24 p´1qNp`

1
2
pkx`kyq`

ř

iąj nij`n̄24`n̄13

Exploit relations between kx,y and nij :
– Every straight polygon line has corners at both ends
ñ Lines up: ky{2´ n21 “ n24 ` n23 “ n41 ` n31

Lines down: ky{2´ n12 “ n42 ` n32 “ n14 ` n13

Lines right: kx{2´ n43 “ n41 ` n42 “ n13 ` n23

Lines left: kx{2´ n34 “ n14 ` n24 “ n31 ` n32

– If one runs through a polygon in a counterclockwise way, one has
four more left corners than right corners.
ñ n24 ` n32 ` n13 ` n41 “ 4Np ` n42 ` n14 ` n31 ` n23

– Collect all this:
n24 “ Np `n31, n13 “ Np `n42, n32 “ Np `n14. n41 “ Np `n23

n̄14 “ n̄23, n̄13 “ n̄24, ky ´ n̄12 “ kx ´ n̄34 “ n̄13 ` n̄14

ñ W “ pa13a24q
n̄13 p´a14a23q

n̄14 pa12a34q
´n̄13´n̄14
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(iii) Possible choices for ax, ay, aij
‹ Recall |ax| “ |ay| “ |aij | “ 1

‹ Further conditions from (i) and (ii)
(i) a12a34 ` a23a14 ´ a13a24

!
“ 1

(ii)W “ pa13a24q
n̄13 p´a14a23q

n̄14 pa12a34q
´n̄13´n̄14

!
“ 1 @ n̄12, n̄14

ñ a12a34 “ ´1, a13a24 “ ´1, a14a23 “ 1, ax.y “ ˘1

Consistency check: What happens, if polygons touch each other?

Corresponds to bond constellation
x

x

x

x (”cross”)

Steps in (ii) turn this into
x

x

x

x or
x

x

x

x (equivalent)

; In W (iii), two ”corners” are replaced by one ”cross”

x

x

x

x

x

x

x

x fl p´a13qp´a24q “ ´1 Ñ
x

x

x

x “ ´1 X

x

x

x

x

x

x

x

x

fl pa14qpa23q “ 1 Ñ
x

x

x

x “ 1 X

Conclusion: Conditions (iii) make sure that I corresponds to a sum
over all polygon configurations with weight vlP .
ñ I “ xZ “

ř

CP
vlP , hence I can be used to calculate xZ .

In practice, we still have some freedom and choose
ax “ ´1, ay “ 1, a12 “ a24 “ ´1, a13 “ a14 “ a23 “ a34 “ 1

(4) Calculation of the partition function

‹ Remaining task: Calculate xZN “
ş

drξs expSrξs

with Srξs “
ř

nm

“

vpaxb̂
pxq
nm`ay b̂

pyq
nmq`

ř

iăj aij ê
pijq
nm

‰

pv “ tanhpβJqq

and coefficients ax,y, aij from (3)
(êpijqnm “ ξ

piq
nmξ

pjq
nm, b̂

pxq
nm “ ξ

p3q
nm ξ

p4q
pn`1qm, b̂

pyq
nm “ ξ

p1q
nmξ

p2q
npm`1q)

‹ Fourier transform: Assume periodic boundary conditions (as in 3.2.2).
Then, configurations exist where domain interfaces span the whole
system, i.e., they do not form closed polygons. However, the sta-
tistical weight of such configurations decreases exponentially with
increasing system size, and we will thus neglect them.

Define pk “ 2πk
Lx
, ql “

2πl
Ly

with k P r´Lx
2 ,

Lx
2 s, l P r´

Ly
2 ,

Ly
2 s

and ζpiqkl “
1?
LxLy

ř

mn e´ippkn`qlmqξ
piq
nm (ñ ξ

piq
´k,´l “ ξ

piq˚
kl )

ñ ξ
piq
nm “

a

LxLy
´1 ř

kl eippkn`qlmqζ
piq
kl

ř

nm ê
pijq
nm “

ř

kl ζ
piq
kl ζ

pjq
´k,´l “

1
2

ř

kl

`

ζ
piq
kl ζ

pjq
´k,´l ´ ζ

pjq
kl ζ

piq
´k,´l

˘

ř

nm b̂
pxq
nm “

ř

kl ζ
p1q
kl ζ

p3q
´k,´le

´iql “ 1
2

ř

kl

`

ζ
p1q
kl ζ

p3q
´k,´le

´iql´ζ
p3q
kl ζ

p1q
´k,´le

iql
˘

ř

nm b̂
pyq
nm “

ř

kl ζ
p2q
kl ζ

p4q
´k,´le

´ipk “ 1
2

ř

kl

`

ζ
p2q
kl ζ

p4q
´k,´le

´ipk´ζ
p4q
kl ζ

p2q
´k,´le

ipk
˘

ñ S “ 1
2

ř

kl

ř

ij ζ
piq
kl A

pklq
ij ζ

pjq
´k,´l “

ř1
kl

´

ř

ij ζ
piq
kl A

pklq
ij ζ

pjq˚
kl

¯

“: Srζ, ζ˚s,

where
ř1
kl sums only over half of the pklq,

such that pklq and p´k,´lq are both fully covered



32 CHAPTER 3. THE ISING MODEL

and Apklq “

¨

˚

˚

˝

0 ´1´ ve´iql 1 1
1` veiql 0 1 ´1
´1 ´1 0 1` ve´ipk

´1 1 ´1´ veipk 0

˛

‹

‹

‚

`

NB: Apklqij “ ´A
p´k,´lq
ji “ ´A

pklq˚
ji

˘

ñ Partition function (using equations from (1))
xZN “

ş

drξs expSrξs

(Jacobi determinant is one)

“
ş

drζ˚sdrζs expSrζ, ζ˚s “
ş

drζ˚sdrζs exp
´

ř1
kl

`
ř

ij ζ
piq
kl A

pklq
ij ζ

pjq˚
kl

˘

¯

“
ś1
kl detApklq “

ś

pklallq

?
detApklq

“
ś

kl

a

p1` v2q2 ´ 2vp1´ v2qpcos pk ` cos qkqq

(5) Conclusion: Exact solution of the Ising model

Free energy: (From ZN “ 2N pcoshpβJqq2N xZN )
F “ ´kBT ln Z

“ ´NkBT
!

lnp2 cosh2 βJq ` 1
2N

ř

kl ln
“

p1` v2q2 ´ 2vp1´ v2qpcos pk ` cos qlq
‰

)

v “ tanhβJ

“ ´NkBT
1

2N

ř

kl ln
”

4 cosh2p2βJq ´ 4 sinhp2βJqpcos pk ` cos qlq
ı

Thermodynamic limit:
ř

kl Ñ
1

p2πq2

ťπ
´π dpx dpy

ñ F “ ´NkBT
1

8π2

π
ĳ

´π

dpx dpy ln
”

4 cosh2p2βJq ´ 4 sinhp2βJqpcos px ` cos pyq
ı

Corresponds to the result of Onsager!

Analysis:
A phase transition is expected, if the argument of lnr¨ ¨ ¨ s is zero.
; cosh2p2βJq “ sinhp2βJqpcos px ` cos pyq for one ppx, pyq
; Possible for pcos px ` cos pyq “ 2, i.e., ppx, pyq “ p0, 0q

Then, one has: cosh2 2βcJ “ 1` sinh2 2βcJ
!
“ 2 sinh 2βcJ

ñ p1´ sinh2 2βcJq “ 0
ñ βcJ “

1
2arsinh1 “ 1

2 lnp1`
?

2q

; Same result as in Sec. 3.3.2!
But: from the exact solution, one can also calculate other quantities,

such as, e.g., the specific heat Ñ Exercise
(One obtains c „ lnpT ´ Tcq: Logarithmic divergence)
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3.4 Series Expansions: General Remarks

Last subsection (3.3.2): Introduction of the concept of series expansions – an
important technique when studying phase transitions analytically

In particular, the high temperature expansion turns out to be a powerful and
highly versatile tool in statistical physics.

Basic idea (in quantum mechanics notation)

‚ For arbitrary statistical averages (canonical ensemble), we have

xAyβ “
TrpAe´βHq

Trpe´βHq

(Classically, ”Tr” refers to the suitable phase
space integral or sum, e.g. in the Ising model,
”
ř

tSiu
¨ ¨ ¨ ”, and H fl H to the Hamiltonian.)

‚ Define Z0 “ Trp1q and rewrite:
Numerator of xAyβ : TrpAe´βHq “ 1

Z0
xAe´βHy0

Denominator of xAyβ : Trpe´βHq “ 1
Z0
xe´βHy0,

where x¨ ¨ ¨ y0: Statistical average at β “ 0 (T Ñ8)

‚ Then expand xAyβ “
xAe´βHy0
xe´βHy0

in powers of β
(e´βH “ 1´ βH ` 1

2
β2H2

` ¨ ¨ ¨ )
Leading terms:

xAyβ “
xAy0´βxAHy0`

1
2
β2xAH2y0`¨¨¨

1´βxHy0`
1
2
β2xH2y0`¨¨¨

= xAy0 ´ β
`

xAHy0 ´ xAy0xHy0
˘

` 1
2
β2

´

xAH2
y0 ´ 2xAHy0xHy0 ´ xAy0xH

2
y0 ` 2xAy0xHy

2
0

¯

` Opβ3
q

Free energy (βF “ ´ lnpTrpe´βHqq) can be expanded analogeously.

Very general approach

Low temperature expansions are also possible (see, e.g., Sec. 3.3.2), but the
design principles are less generic (Setting up such an expansion requires
the knowledge of the elementary excitations in the system).

General remarks on series expansions

‚ In general, graphical methods are useful for the construction, see, e.g.,
the graphical expansions in Sec. 3.3.2 in polygon configurations
(The ”diagrams” of the expansion are the polygon configurations.)

‚ Simplifications can often be identified beforehand based on general
considerations (e.g., symmetry considerations).

‚ Important example: Linked Cluster Theorem: Only connected dia-
grams (configurations with connected polygons) contribute to F9 ln Z ,
diagrams with unconnected components cancel out.
(Heuristic ”proof”: Every unconnected component comes with a com-
binatorial factor 9N . However, F is extensive, therefore, they must
all cancel each other!)
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Analysis of series expansions

Starting point: Series fpzq “
ř

n anz
n

Only a finite number of coefficients are known.

Question: Assume that fpzq has a singularity, fpzq „ pz ´ zcq´γ

What can we learn from the series about the singularity?

Example: Consider simple function fpzq “ p1´ z{zcq´γ (with γ ą 1)

ñ Expansion fpzq “
ř

n

`

´γ
n

˘

p´1
zc
qnzn

ñ an “ p
1
zc
qnp´1qn

`

´γ
n

˘

“ p 1
zc
qn

γpγ`1q¨¨¨pγ`n´1q
n!

ñ an
an´1

“ 1
zc
γ`n´1

n “ 1
zc
p1` γ´1

n q

ñ Possible strategies for determining zc:
‚ Simply plot rn “ an

an´1
versus 1

n ; Axis intercept gives 1{zc!
(Generally, limnÑ8

an´1

an
gives the radius of convergence of

the series. Therefore, this method works, if the convergence
radius is determined by the singularity at zc)

‚ More efficient method: Eliminate term γ´1
n in our example

by choosing rn “ n an
an´1

´ pn´ 1qan´1

an´2

(Gives rn ” 1
zc

in our example.
In general, corrections apply.)

‚ There exist numerous other, much more sophisticated ap-
proaches, e.g., Padé approximants.
Analyzing series expansions is an art in itself

If zc is known, similar techniques can be applied to determine γ.
For example, a simple estimator is Sn “ 1` np an

an´1
zc ´ 1q
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3.5 Mean-Field Approximation

Often less involved than series expansions, more general approach, not restricted
to regions without singularities. ”Sufficient” for many purposes.
But: Uncontrolled approximation

3.5.1 Simplest approach: Spins in mean fields

3.5.1.1 Approach via effective field (intuitive approach)

+ + +

+

−−

+

+

−

H “ ´J
ř

xijy

nearest neighbors

SiSj ´H
ř

i Si

Interactions Ø Effective field H i
eff “ ´

BH
BSi

“ H ` J
ř

j Sj

Mean-field approximation: Replace Sj by xSy “ m.
Heff “ H ` Jqm, with q: coordination number (cubic lattice: 2 ¨D)

Consider single spin in the external field Heff : H
piq
eff “ ´Heff S

; Partition function Z “ eβHeff ` e´βHeff

Magnetization: m “ eβHeff´e´βHeff

eβHeff`e´βHeff
“ tanhpβHeffq

ñ Implicit, self consistent equation for m: m “ tanh
`

βpJqm`Hq
˘

At H “ 0, the equation can be solved graphically:

m
m m

tanh(βJqm)
tanh(βJqm)

tanh(βJqm)

β large β small β = β
c

Three crossings Only one crossing Tangent crossing

At the critical point β “ βc
ñ Only one crossing point, but slopes are equal
ñ d

dm tanhpβcJqmq
ˇ

ˇ

ˇ

m“0
“ d

dm

ˇ

ˇ

ˇ

m“0
m “ 1

ñ βcJq “ 1

Close to the critical point, tanhp¨ ¨ ¨ q can be expanded in powers of m.
ñ m “ tanhpβqJmq « βqJm´ 1

3pβqJq
3m3 ` ¨ ¨ ¨

ñ mpT q «
a

3pβqJ ´ 1q{pβqJq3 “
?

3 T
Tc

b

1´ T
Tc
9 pTc ´ T q

1{2

ñ Critical exponent β: β “ 1{2

Within this approach, one can calculate the spontaneous magnetization and
the susceptibility, but not the entropy or the free energy.
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3.5.1.2 Approach via free energy (Bragg-Williams approximation)

Starting point: Free energy F “ U ´ TS

”Mean-field” approximation: Spins are not correlated:
; Joint probability function factorizes: P pS1, S2,¨̈ , SN q «

śN
j“1 p

p1qpSjq

with pp1qpSq: probability distribution for single spin

(a) Energy: 1
NU “

1
N

@

H
D

“ 1
N

A

´ J
ř

xijy

SiSj ´H
ř

i
Si

E

« 1
N

´

´ J
ř

xijy

@

Si
D @

Sj
D

´H
ř

i

@

Si
D

¯

“ ´1
2Jq m

2 ´H m

(b) Entropy: S “ ´kB
ř

tS1 ,̈̈ ,SN u
P pS1,¨̈ , SN q lnpP pS1,¨̈ , SN qq

« ´kB
ř

S1
pp1qpS1q ¨ ¨ ¨

ř

SN
pp1qpSN q

”

ř

j ln pp1qpSjq
ı

“ ´kB
ř

j

ř

Sj
pp1qpSjq ln pp1qpSjq

looooooooooooomooooooooooooon

independent of j

ś

i‰j

´

ř

Si
pp1qpSiq

¯

loooooooomoooooooon

1

“ ´kBN
ř

S p
p1qpSq ln pp1qpSq

Given magnetization m, uncorrelated spins Sj
; Construct probability function pp1qpSq such that xSy “ m

Notation: pp1q` :“ pp1qp`1q, p
p1q
´ :“ pp1qp´1q

ñ xSy “ p
p1q
` ´ p

p1q
´ “ m and pp1q` ` p

p1q
´ “ 1

ñ p
p1q
` “ p1`mq{2, p

p1q
´ “ p1´mq{2

ñ 1
NS “ ´kB

`

p
p1q
` ln p

p1q
` ` p

p1q
´ ln p

p1q
´

˘

“ kB
“

´ 1`m
2 ln 1`m

2 ´ 1´m
2 ln 1´m

2

‰

ñ Free energy:
F

N
“ ´1

2Jqm
2 ´Hm` kBT

“

1`m
2 ln 1`m

2 ` 1´m
2 ln 1´m

2

‰

Minimization: BF
Bm “ ´qJm´H ` kBT

1
2 ln

`

1`m
1´m

˘ !
“ 0

ñ ln
`1`m

1´m

˘

“ 2βpqJm`Hq ñ m “ tanhβpqJm`Hq

; Approximation equivalent to the approximation of 3.5.1

3.5.1.3 Problems with this mean-field aproximation

– Geometry enters only via coordination number q
; no dependence on dimension, local structure etc.

– Predicts a phase transition for the one dimensional Ising model (wrong !)

– Wrong critical point Tc, wrong critical exponents
Example: Two dimensional Ising model on the square lattice:

Mean-field Ñ βcJ “
1
q , Critical exponent β “ 1{2

Exact Ñ βcJ “
1
q 2 lnp1`

?
2q “ 1

q ¨ 1.76
Critical exponent β “ 1{8
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3.5.2 Improved theory: Clusters in mean fields

3.5.2.1 Approach via effective field (Bethe approximation)

S
0

Cluster with central particle ”0”
ñ HCluster “ ´J S0

řq
j“1 Sj ´Heff

řq
j“1 Sj

(Effective field Heff acts on outer spins only
Central spin is treated exactly)

ñ ZCluster “
`

eβpJ`Heffq ` e´βpJ`Heffq
˘q : Contribution of S0 “ `1

`
`

eβp´J`Heffq ` e´βp´J`Heffq
˘q : Contribution of S0 “ ´1

xS0y “
1

ZCluster

”´

eβpJ`Heffq ` e´βpJ`Heffq
¯q

´

´

eβp´J`Heffq ` e´βp´J`Heffq
¯qı

xSjy “
1

ZCluster

„

´

eβpJ`Heffq ` e´βpJ`Heffq
¯q´1

¨

´

eβpJ`Heffq ´ e´βpJ`Heffq
¯

`

´

eβp´J`Heffq ` e´βp´J`Heffq
¯q´1

¨

´

eβp´J`Heffq ´ e´βp´J`Heffq
¯



; Condition for Heff: xS0y
!
“ xSjy p“ mq

ñ
coshβpJ `Heffq

coshβp´J `Heffq
“ e2βHeff{pq´1q

Solutions:

(i) Heff “ 0: Disordered state

(ii) Heff ‰ 0 (if β is not too small): Ordered state

Transition point: Expand about small Heff

;

”

coshβpJ`Heffq
coshβp´J`Heffq

« 1`2βHeff tanhβJ
ı

!
“

”

e2βHeff{pq´1q « 1`2β Heff
pq´1q

ı

ñ cothpβcJq “ q ´ 1 ñ 2βcJ “ ln
` q

q ´ 2

˘

Remarks:

– In one dimensions, one has q “ 2 ; no phase transition X

– Two dimensional Ising model on the square lattice:
Exact: βcJ “ 0.44
Bragg-Williams: βcJ “ 1{4 “ 0.25
Bethe: βcJ “ lnp2q “ 0.35: Significant improvement!

– Higher coordination numbers:
Bragg-Williams: 2βcJ “ 2{q
Bethe: 2βcJ “ ln q

q´2 “ ´ lnp1´ 2{qq “ 2{q ` ¨ ¨ ¨
; Bragg-Williams and Bethe approximation agree at lowest order

of 1{q. Results are never identical!

– Critical exponents in Bethe and Bragg-Williams approximation are
the same: No improvement in this respect.
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3.5.2.2 Approach via free energy (Guggenheim approximation)

Main approximation in Bragg-Williams theory: Independent spins

Guggenheim approximation: Independent clusters, neglect cluster correlations

; Improved treatment of pairs of neighbor spins

• Probability for one single cluster:
pclusterpS0; tSjuq “ pp1qpS0q

śq
j“1 P pS0Sj |S0q

S
0

conditional probability for pS0Sjq given S0

P pS0Sj |S0q “ pp2qpS0Sjq{p
p1qpS0q

with pp2qpS0Sjq: Pair probability

“ pp1qpS0q
śq
j“1

pp2qpS0Sjq

pp1qpS0q

• Two neighbor clusters: Must correct for double counting of bonds
; pcluster

`

S0; tSju
˘

Pcluster

`

S10; tSju|pS0S
1
0q
˘

“ pcluster
`

S0; tSju
˘

pcluster
`

S10; tSju
˘

M

pp2qpS0S
1
0q

S‘
0

S
0

; Whole system: P pS1,¨̈ , SN q «
ź

xijy

pp2qpSiSjq
M

ź

i

pp1qpSiq
q´1

Construct probability functions such that xSy “ m

Notation: pp1q˘ :“ pp1qp˘1q, p
p2q
˘˘ :“ pp2qp˘1,˘1q, p

p2q
`´ “ p

p2q
´` “: a

ñ p
p1q
` “ p

p2q
`` ` p

p2q
`´ “

1`m
2 , p

p1q
´ “ p

p2q
`´ ` p

p2q
´´ “

1´m
2

ñ p
p2q
`` “

1`m
2 ´ a, p

p2q
´´ “

1´m
2 ´ a

ñ Entropy: S “
ř

tS1 ,̈̈ ,SN u
P pS1,¨̈ , SN q lnP pS1,¨̈ , SN q

ñ 1
NS « ´kB

´

q
2

ř

SS1
pp2qpSS1q ln pp2qpSS1q ´ pq ´ 1q

ř

S

pp1qpSq ln pp1qpSq
¯

“ ´kB

!

q
2

“

p1`m
2 ´ aq lnp1`m

2 ´ aq ` p1´m
2 ´ aq lnp1´m

2 ´ aq

` 2a ln a
‰

´ pq ´ 1q
“

p1`m
2 q lnp1`m

2 q ` 1´m
2 q lnp1´m

2 q
‰

)

Energy: 1
NU “

1
N xH y “ ´J q2

“

pp
p2q
``` p

p2q
´´q ´ pp

p2q
`´` p

p2q
´`q

‰

“ J q2 p4a´ 1q

Free energy: F “ U ´ 1
βS

Minimize free energy: BF
Ba

!
“ 0, BF

Bm
!
“ 0

• 1
N
BF
Ba “ 2qJ ` 1

β
q
2

”

2 lnp2aq ´ ln
`

p1`m´ 2aqp1´m´ 2aq
˘

ı

!
“ 0

ñ 4βJ “ ln
´

p1`m´ 2aqp1`m` 2aq

p2aq2

¯

(i)
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• 1
N
BF
Bm “

1
β

”

q
4 ln 1`m´2a

1´m´2a ´
q´1

2 ln 1`m
1´m

ı

!
“ 0

ñ
q

2
ln
´1`m´ 2a

1´m´ 2a

¯

“ pq ´ 1q ln
´1`m

1´m

¯

(ii)

Critical point: mÑ 0

(ii) ñ
”

q
2 lnp1` 2m

1´2aq «
q
2

2m
1´2a

ı

!
“

”

pq ´ 1q lnp1` 2mq « pq ´ 1q2m
ı

ñ 2a “ q´2
2pq´1q , 1´ 2a “ q

2pq´1q

(i): ñ 4βcJ “ 2 ln 1´2a
2a “ 2 ln q

q´2 ñ 2βcJ “ ln
` q

q ´ 2

˘

Remarks:

– Same result as in Bethe approximation X

– Systematic generalization to larger clusters is possible
; Cluster variation method
Popular method in the context of order/disorder phase transitions
For large clusters: Very good phase diagrams
But still: wrong critical behavior (see next chapter)

3.5.3 Critical behavior in mean-field theory

As already mentioned earlier, one often observes critical behavior at continuous
transitions: Many properties exhibit singularities when plotted against
intensive variables such as temperature and magnetic field, which are often
characterized by power laws.

At a qualitative level, the same behavior can already be seen in mean-field
approximation. This will be shown in the present section.

Preview: Defining t “ pT ´ Tcq{Tc and d: Spatial dimension

Quantity Expo- Power law Value
nent Mean-field Ising exact

2D 3D
β m „ p´tqβ β “ 1{2 1{8 0.33

Magnetization m δ mδ „ H δ “ 3 15 4.8
at t “ 0

Susceptibility χ “ Bm
BH γ χ „ |t|´γ γ “ 1 7{4 1.24

Specific heat
cH “ T p BS

BT qH “ p
BE
BT qH α cH „ |t|

´α α “ 0 0plogq 0.1

Correlations
Gij “ xSiSjy ´ xSiy xSjy η Gp~rq „ r2´d´η η “ 0 1{4 0.04

“: Gp~ri ´ ~rjq at t “ 0
Correlation length
Gp~rq „ e´r{ξ ν ξ „ |t|´ν ν “ 1{2 1 0.63
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Calculation: In Bragg-Williams approximation

Bethe-Guggenheim calculation shall not be shown here, but the results
are the same. In the next section we will see, why.

Define h “ βH and t “ pT ´ Tcq{Tc “ βc{β ´ 1

with βc “ 1{qJ (q: Coordination number)

3.5.3.1 Magnetization

Starting point: (see Sec. 3.5.1.2): m “ tanhβpqJm`Hq “ tanhp ββcm` hq

At |t|, |h| ! 1, one has |m| ! 1 and hence m «
β
βc
m` h´ 1

3p
β
βc
m` hq3

Consider limit tÑ 0´, h “ 0

ñ m «
β
βc
m´ 1

3p
β
βc
mq3

ñ
β
βc
m “

?
3 p´tq1{2 ñ m „ p´tq1{2 ñ β “ 1{2

Consider limit t “ 0, hÑ 0 (i.e., β{βc “ 1)

ñ m « m` h´ 1
3pm` hq

3

ñ h « 1
3m

3 ` Opm2h,mh2q ñ h „ m3 ñ δ “ 3

3.5.3.2 Susceptibility

Starting point: Same as before in Section 3.5.3.1

Consider limit tÑ 0, hÑ 0

Define gpm,hq :“ tanhp ββcm` hq ´m « mp ββc ´ 1q ` h´ 1
3p

β
βc
mq3

ñ gpm,hq ” 0 ñ Bm
Bh

ˇ

ˇ

t
“ ´

Bg
Bh

M

Bg
Bm

with Bg
Bh “ 1, Bg

Bm “ p
β
βc
´ 1q ´ β

βc
p
β
βc
mq2 “ ´ β

βc
pt` p ββcmq

2q

ñ
Bm

Bh

ˇ

ˇ

ˇ

t

“

βc
β

t` p ββcmq
2q
“
βc
β

#

t´1 : t ą 0 pm “ 0q

p´2tq´1 : t ă 0 pp ββcmq
2 “ ´3tq

ñ γ “ 1

3.5.3.3 Specific heat

Starting point: U “ xH y “ ´J
ř

xijyxSiy xSjy “ ´NJ
q
2 m

2 “ ´N 1
2βc

m2

with m2 “

#

0 : T ą Tc

p´tq3βcβ “
pT´Tcq
Tc

p TTc
q2 : T ă Tc

ñ cH “
BU

BT

ˇ

ˇ

ˇ

H

“

"

0 : T ą Tc
´N

2 kB : T À Tc with (T Ñ T´c )

Consider limit tÑ 0: Finite jump ñ α “ 0
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3.5.3.4 Correlation functions

Less straightforward, since correlations are ignored in mean-field theory.

Starting point: Consider Ising model at H “ 0, regular lattice with simple unit
cell and lattice vectors ~ri, d dimensions, periodic boundary conditions.
The interaction range is characterized by a set of neighbor vectors t~τu,
i.e., spins Si, Sj interact if ~rij :“ p~rj ´ ~riq P t~τu). NB: If τ is a neighbor
vector, then (- τ) is a neighbor vector as well.

Goal: Calculate Gp~rijq “ xSiSjy ´ xSiy xSjy

Trick: Use general relation between fluctuations and susceptibilities

Consider generally an energy function of the form B: H “ H0 ´HBB

Then we have the general relation xABy ´ xAy xBy “ 1
β
BxAy
BHB

(Proof: xAy “ 1
Z

ř

Configurations
e´βH A “

ř

e´βH0`βHBBA
ř

e´βH0`βHBB

ñ
BxAy
BHB

“
Z

ř

e´βH0`βHBBβBA´p
ř

e´βH0`βHBBβBqp
ř

e´βH0`βHBBAq

Z 2

“ βxABy ´ βxAy xBy X)

Of course also valid in the case HB “ 0

Here: Consider H “ ´J
ř

xijy SiSj ´
ř

iHiSi
; Inhomogeneous system with xSiy “ mi different for all i

Solution as before: mi “ tanh
`

βpJ
ř

neighbors j of imj `Hiq
˘

Can be evaluated ñ G~rij “ xSiSjy ´ xSiy xSjy “
1
β
Bmi
BHj

ˇ

ˇ

ˇ

hk“0@k

Solution for T ě Tc : Gp~rq “
1

p2πqd

ż

1st Brillouin
zone

ddk
1

1´ βJ
ř

~τ cosp~k ¨ ~τqq
ei
~k¨~r

(Calculation:
First linearize: mi “ tanh

`

βpJ
ř

neighbors
mj `Hiq

˘

« βpJ
ř

neighbors
mj `Hjq

ñ
ř

j Bijmj “ Hj with Bij “ 1
β
δij ´

"

J : ~rij P t~τu
0 : otherwise

ñ mi “
ř

jpB
´1
qijHj ñ Gp~rijq “

1
β
Bmi
BHj

“ 1
β
pB´1

qij

Then diagonalize and invert B by Fourier transform. Define Bij “: Bp~rijq

ñ B̃p~kq “
ř

lattice
vectors ~r

e´i
~k¨~rBp~rq “ 1

β
´ J

ř

~τ

cosp~k ¨ ~τq

ñ 1
β
pB´1

qij “
1

p2πqd

ş

ddk pβB̃p~kqq´1 eip~ri´~rjq¨
~k X q

Simplification for tÑ 0`: Gp~rq “
1

p2πqd

ż

8

ddk
βc{β

t` k2vp~e~kq
ei
~k¨~r

with ~e~k “
~k
k and vp~eq “ 1

2q

ř

~τ p~e ¨ ~τq
2

(Calculation:
Rewrite Bp~kq “ 1

βc

`

t´ 1
q

ř

~τ p1` cosp~k ¨ ~τq
˘

tÑ 0: Main contribution to integral stems from small ~k!
ñ Expand

“

t` 1
q

ř

~τ p1´ cosp~k ¨ ~τqq
‰

«
“

t` k2 vp~e~kq
‰

Xq
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Consider t “ 0 (~e~r “ ~r{r)
ñ Gp~rq “ 1

p2πqd
βc
β

ş

8
ddk 1

k2vp~e~kq
ei
~k¨~r k̃“~kr

“ 1
p2πqd

βc
β

ş

8
ddk̃ 1

k̃2vp~e~kq
eik̃¨~e~r

loooooooooooooooooomoooooooooooooooooon

independent of r

r2´d

ñ Gp~rq „ r2´d ñ η “ 0

Now consider case tÑ 0
ñ Gp~rq “ 1

p2πqd
βc
β

ş

8
ddk 1

t`k2vp~e~kq
ei
~k¨~r k̃“~kr

“ 1
p2πqd

βc
β

ş

8
ddk̃ 1

r2t`k̃2vp~e~kq
eik̃¨~e~r r2´d

‚ r2t ! 1 ñ r2t « 0 ñ Gp~rq „ r2´d as before

‚ r2t " 1 : Choose x direction in direction of ~r. Other directions: ~kK
ñ Gp~rq “ 1

2π

şπ

´π
dkx eirkx β

βc

1
p2πqd´1

ş

dd´1k‖
1

t`pk2
x`k

2
K
qvp~e~kq

loooooooooooooooooooooomoooooooooooooooooooooon

“:gpkxq

Use theorem of residues, search for poles pj of gpkxq in the upper complex plane.
ñ 1

2π

ş8

8
dkxeirkxgpkxq “ i

ř

j lim
zÑpj

rpz ´ k̄jqfpzq eirzs
rÑ8
ÝÑ const eirp̄

where p̄ is the pole that is closest to the real axis.
Main contribution to the integral stems from kK « 0

ñ Pole at t “ ´k̄2
xvp~exq ñ k̄x “ i

a

t{vp~exq “: i{ξp~exq

ñ Gp~rq „ e´r{ξp~e~rq with ξ „ 1{
?
t ñ ν “ 1{2

3.5.4 Validity of mean-field theory, Ginzburg criterion

3.5.4.1 Compare two methods for determining specific heat

Consider specifically the case t ą 0, tÑ 0`

Recall Sec. 3.5.3.3: cH “ const “ 0
Calculated from U “ ´J

ř

xijyxSiy xSjy

Now: Alternative calculation from U “ ´J
ř

xijyxSiSjy “ ´J
ř

xijyGij
using the results from Sec. 3.5.3.4

U “ ´N 1
p2πqd

ş

1st Brillouin
zone

ddk 1

1´βJ
ř

~τ cosp~k¨~τqq

J
2

ř

~τ

ei
~k¨~τ

ˇ

ˇ

ˇ
Expansion about k “ 0

« ´
NkBT

2
1

p2πqd

ş

8
ddk

1´k2vp~e~kq

t`k2vp~e~kqˇ

ˇ

ˇ
k̃ “ ~k{

?
t, tÑ 0`

« ´
NkBT

2 td{2´1 1
p2πqd

ş

8
ddk̃ 1

1`vp~ek̃q
9 T td{2´1

ñ cH “
1
N
BU
BT 9 Tc t

d{2´2 ` T td{2´1 9 td{2´2 at tÑ 0`

ñ cH „

"

finite for d ą 4 : consistent with Sec. 3.5.3.3
divergent for d ă 4 : not consistent with Sec. 3.5.3.3

ñ Apparently, mean-field approximation breaks down for dimensions d ă 4.

; ”Upper critical dimension”
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3.5.4.2 Alternative argument: Ginzburg criterion

Mean-field theory neglects correlations.

; should be oK, if the fluctuations within the correlation length ξ are small
compared to the magnetization!

Consider V pξq: Volume with diameter ξ

ñ
ÿ

V pξq

ÿ

V pξq

”

xSiSjy ´ xSiy xSjy
ı

loooooooooooooooooomoooooooooooooooooon

ř

iPV pξq

ř

j Gij „ ξdχ

!
ÿ

V pξq

ÿ

V pξq

xSiy xSjy

looooooooomooooooooon

`

ř

iPV pξqxSiy
˘2
„ pξd mq2

Note: Here we have used
ř

allj Gij «
ř

jPV pξqGij for Gij “ xSiSjy ´ xSiy xSjy
and χ “ β

N

`

xp
ř

i Siq
2
y ´ x

ř

i Siy
2
˘

“ βp 1
N

ř

iq
ř

j Gij ,

which follows from χ “ Bm
BH
“ 1

N
B

BH
x
ř

i Siy “
β
N

B2

BH2 ln ZH

(example of the relation between fluctations and response functions
probably shown in the theory 4 class; else prove it as an exercise).

ñ
χ

ξdm2
! 1 with ξ „ |t|´ν , m „ |t|β, χ „ |t|´γ

ñ R |t|´γ`dν´2β ! 1
R : System dependent factor (range of interactions etc.)

At the critical point tÑ 0

ñ Condition dν ´ 2β ´ γ ą 0 with γ “ 1, β “ ν “ 1{2

ñ Fulfilled for d
2 ´ 2 ą 0 ñ d ą 4

; Mean-field approximation captures correct critical behavior at d ą 4.
However: Fails for tÑ 0` at d ď 4



44 CHAPTER 3. THE ISING MODEL

3.6 The Monte Carlo method

Problem: Calculate partition functions, statistical expectation values, phase
transitions in the Ising model or other ”microscopic” models

Looking back: Approaches we have discussed so far

3.3: Exact techniques
; Exact solutions for special cases (1D, 2D Ising)

3.4: Series expansions
; Also exact, but limited applicability (convergence radius)

3.5: Mean-field approximation
; More generally applicable, but uncontrolled approximation

Question: How can one obtain an ”exact” solution in the general case?

Answer: Up to now - Only numerically
”Sledgehammer approach”:

Calculate xAy “
ř

e´βH A
ř

e´βH directly for finite systems
But: Use ”smart” sledgehammer ; Monte Carlo Simulations

Very general method
Broad applications in all areas of statistical physics and beyond. Also
heavily used in Mainz. Shall therefore be briefly illustrated here at the
example of the Ising model. (For more details see class ”Computer simu-
lations in statistical physics”).

3.6.1 Main idea of Monte Carlo integration

Task: Calculate statistical expectation values xAy “
ř

e´βH A
ř

e´βH

Solution strategies

(a) Exact enumeration : Full Sum over all configurations

Pros: Exact
Cons: very time consuming, only possible for tiny systems

Inefficient at small temperatures, since most configurations don’t
contribute much to the sum

Way out: Monte Carlo Integration
Sum only over a random sample of configurations, not all!

(b) Simple sampling Entirely random sample (every configuration has
equal probability)
(e.g.: Sample j Ø N random numbers rpjqi P r0 : 1s,

S
pjq
i “

#

`1 : r
pjq
i ą 1{2

´1 : r
pjq
i ă 1{2

Analysis: xAy “ limnÑ8

řn
j“1 ArtS

pjq
i use´βH rtS

pjq
i
us

řn
j“1 ArtSiuse

´βH rtS
pjq
i
us
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Pro: Results can already be obtained with small samples
Can be improved systematically by increasing sample size
; One is less restricted with respect to system size

Cons: – No longer exact
(however, accuracy can be controlled via sample size)

– Still inefficient at low temperatures
(c) Importance sampling Draw sample according to the distribution

P tSiu 9 e´βH rtSius

Analysis: xAy “ limnÑ8
1
n

řn
j“1ArtS

pjq
i s

Pros: – First results can already be obtained with small samples
Can be improved systematically by increasing sample size
(as in (b))

– Efficient: Configurations that contribute to the sum with
higher weight are drawn more often

(Cons: Not fully exact, but that’s life!)

ñ Importance sampling seems to be the method of choice, but ...

Question: How generate a sample with a prescribed probability distribution?

Solution: Generate a Markov Chain

‹ Stochastic process without memory defined by
– State space (Here: Configuration space Γ “ tSiu

– Transition probability WΓÑΓ1

; generates chain of states Γ0
W
ùñ Γ2

W
ùñ Γ2 ¨ ¨ ¨

or, respectively, chain of probabilities PnpΓq
Master equation: Pn`1pΓq “ PnpΓq`

ř

Γ1‰Γ

 

WΓ1ÑΓPnpΓ
1q

looooooomooooooon

flow in

´WΓÑΓ1PnpΓq
loooooomoooooon

flow out

(

‹ For Markov chains with finite state space, one has a central limit theorem
(stated without proof)
If the Markov chain is irreducible, i.e., every state can be reached from
every other states (possibly by more than one step), then there exists
a unique stationary limit distribution P̄ pΓq with limnÑ8 PnpΓq “
P̄ pΓq, independent of the initial distribution P0pΓq

‹ The stationary limit distribution fulfills
ÿ

Γ1‰Γ

WΓ1ÑΓP̄ pΓ
1q “

ÿ

Γ1

WΓÑΓ1P̄ pΓq

‹ ñ Trick: (Metropolis, Rosenbluth, Teller)
Construct the transition function WΓÑΓ1 such that the limit distri-
bution is just the target distribution function. This can be achieved
with the following sufficient (but not necessary) conditions:
(i) irreducible (every state can be reached from every other state)

(ii) detailed balance
WΓÑΓ1

WΓ1ÑΓ
“
P̄ pΓ1q

P̄ pΓq
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One example of a popular implementation is the Metropolis algorithm

WΓÑΓ1 “ NΓΓ1 minp1,
P̄ pΓq

P̄ pΓ1q
q with NΓΓ1 “ NΓ1Γ

‹ In particular, to obtain the Boltzmann distribution, one requires
WΓÑΓ1

WΓ1ÑΓ
“ e´βpH pΓq´H pΓ1qq “ e´β∆E

which in the Metropolis algorithm results in
WΓÑΓ1 “ NΓΓ1 minp1, e´β∆Eq with NΓΓ1 “ NΓ1Γ

Remarks:

• The Metropolis algorithm is the most popular algorithm, but every
other algorithm works too, as long as it fulfills the conditions (i)
and (ii) or, instead of (ii), at least the condition of ”global balance”
ř

Γ1WΓ1ÑΓP̄ pΓ
1q “

ř

ΓWΓÑΓ1P̄ pΓq

• It is not strictly necessary to target the Boltzmann distribution in
the Markov chain (i.e., choose P̄ pΓq „ e´βH . In some cases, it may
be more convenient to choose another target distributions and then
”reweight” the data when calculating the expectation values.
(; ”Reweighting” methods such as ”multicanonical” sampling,

”Wang/Landau” sampling, ”Metadynamics” etc.)

3.6.2 Examples of Monte Carlo algorithms

3.6.2.1 Simple ”Single Flip” Metropolis algorithm

Algorithm
İ

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

(0) Initial configuration Γ “ tSiu
Ó

(i) Choose randomly a spin site j
Ó

(ii) Calculate energy difference ∆E between configuration Γ
§

§

§

§

§

đ

and a configuration Γ˚ where Sj Ñ ´Sj
(2D cubic: ∆E “ 0,˘2J,˘4J)

(iii) Pick a random number r P r0 : 1s
Ó

(iv) Adopt Γ1 “ Γ˚ if r ă e´β∆E , otherwise keep Γ1 “ Γ
Ó

(v) New configuration Γ1

Remarks:

– Similar algorithms can be designed easily also for other systems.
– Close to the critical point, spin clusters become very large
; Dynamics become very slow (critical slowing down)
; Sampling becomes inefficient!
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3.6.2.2 Ising model: Cluster algorithm (Wolff algorithm)

Algorithm
İ

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

§

(0) Initial configuration Γ
Ó

(i) Choose randomly a spin site j
Ó

(ii) Identify neighbors k of j with same spin direction Sk “ Sj
§

§

§

đ

and bonds pjkq that connect them

(iii) Assign bond variables ujk to these bonds,
§

§

§

§

§

đ

choosing uij “ ´1 with probability e´2βJ .
Spins connected by bonds with uij “ 1 form a ”cluster”

(iv) Identify neighbors of cluster with the same spin value.
§

§

§

§

§

đ

Assign bond variables to unoccupied connecting bonds.
Extend cluster accordingly.

(v) Continue until cluster can no longer grow.
Ó

(vi) Change sign of all spins in the cluster (Sk Ñ ´Sk)
Ó

(vi) New configuration Γ1

Proof that this algorithm fulfills detailed balance

Γ,Γ1: Configurations, in which light pink cluster
contains spins `1 or ´1, respectively

Cluster is bounded by the countour L “ l` ` l´

with l`: Boundary to spins +1 (dashed line)
l´: Boundary to spins -1 (solid line)

Transition Γ Ñ Γ1: Energy difference ∆E “ 2Jpl` ´ l´q

WΓÑΓ1 “ Winside
loomoon

Probability of having
selected pink cluster

¨ e´2βJl`
loomoon

Probability that cluster
does not grow further

WΓ1ÑΓ “

hkkikkj

Winside ¨

hkkikkj

e´2βJl´

Note: Winside includes the probability of selecting all possible ways
to distribute bond variables uij “ ˘1 on the bonds inside the
cluster, as long as the cluster remains connected.

ñ WΓÑΓ1

M

WΓ1ÑΓ “ e´2βJpl`´l´q “ e´2β∆E X

−

−

−

+

+ − − − +

−

−

+

−

−

−

−

−

−

−

+

− − − − −

−−

+ −

+++

+ − + +

++++

− + + +

+++−

−

Remark: Global dynamics, totally ’unrealistic’,
but correlations break up much faster. ; more efficient sampling!
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3.6.3 ”Problems” with the Monte Carlo method

If one could invest an infinite amount of computing time, the Monte Carlo
method would be exact, on principle. Nevertheless, one has to apply caution
when analyzing the data.

‹ In fact, the computing time is never infinite
; Statistical error

‹ The systems have finite sie
; Systematic error

Causes problems in particular in the vicinity of critical points, where the
corrrelation length diverges.

Way out: Finite size scaling (Chapter 5)

‹ When using importance sampling, the entropy and free energy cannot be
calculated directly. (NB: Similar to experiments: Only observables can be
calculated!)

; Special methods must be developed, e.g., ”thermodynamic integration”,
determination of free energy differences from histograms etc.

(See textbooks on simulation methods)



Chapter 4

The Ginzburg-Landau Theory

Recall Chapter 3:
– Extensive discussion of the Ising model as one of the simplest ”micro-

scopic” models with a phase transition

– Introduction of several methods than can also be applied to other systems
(e.g., transfer matrix method, series expansions, mean-field approxima-
tion, Monte Carlo simulations, others like renormalization will follow).

– Still, the Ising model is rather very special. It is not clear, to which extent
our findings can be generalized to phase transitions in general.

In this chapter: General approach, based on symmetry considerations, which
highlights the relation between phase transitions ”of same type”. The
derivation is based on a mean-field point of view, but this can be relieved
later on.

Ginzburg-Landau theories are popular starting point for developing field theories
in statistical physics.

4.1 Landau expansion for scalar order parameter

4.1.1 Ising symmetry

Recall: Bragg-Williams approximation for Ising model

Close to T “ Tc, m “M{N is small ñ expand in powers of m.

ñ F
N “ ´

1
βc
m2 ` 1

β

”

1`m
2 lnp1`m

2 q ` 1´m
2 lnp1´m

2 q

ı

« ´ 1
β ln 2` 1

2βc

“

βc
β ´ 1

‰

m2 ` 1
12βm

4 ` ¨ ¨ ¨

The same form can already be inferred from general symmetry considerations

Requirement: F
N “ fpmq symmetric with respect to mØ p´mq.

ñ
F

N
“ apT q `

1

2
bpT qm2 `

1

4
cpT qm4 `

1

6
dpT qm6 ` ¨ ¨ ¨

; Landau expansion: Generally valid for systems with this symmetry!

49
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Remark and Caveat: Strictly speaking, the expansion in powers ofm is only al-
lowed if F {N is analytic as a function ofm. At phase transition points, this
is not valid in the thermodynamic limit. Therefore, the Landau Ansatz
represents an approximation and cannot be exact.

(Way out: Corresponding expansion for small subsystems
; Ginzburg-Landau theory)

4.1.1.1 Case cpT q ą 0

In that case, neglect dpT q
; Graphical representation (vary b at fixed c ą 0):

F
b>0

b=0

b<0

m

; Continuous phase transition at b “ 0

In the vicinity of Tc, one approximates bpT q “ bc pT ´ Tcq

Order parameter: BF
Bm “ bm` cm3 !

“ 0

ñ m “ ˘
a

bc{c
?
Tc ´ T pT ă Tcq

ñ m „ pTc ´ T q
β with critical exponent β “ 1{2 as in Section 3.5

Specific heat cH :
S
N “ ´

1
N
BF
BT “ ´a

1pT q´ 1
2b
1pT qm2´ 1

4c
1pT qm4´ 1

2bpT qpm
2q1´ 1

4cpT qpm
4q1

cH “
T
N
BS
BT For T Ñ Tc : b “ 0, b1 “ bc, m

2
“

bc
c
pTc ´ T q Ñ 0 or m2

” 0

pm2
q
1
“ ´

bc
c

or 0, pm4
q
1
“ 0, pm4

q
2
“ 2p bc

c
q
2 or 0

ñ cH “ ´Ta
2 ´ Tb1 pm2q1 ´ T c

4 pm
4q2 “

#

´Ta2 ` T b2c
2c : T ă Tc

´Ta2 : T ą Tc

; Finite jump!

ñ ”cH „ |T ´ Tc|α ” with Critical exponent α “ 0 as in Section 3.5

Other exponents also the same as in Section 3.5

Reason: Results from the analytic expansion of F {N in powers of m. ñ

characteristic for mean-field exponents!

4.1.1.2 Case cpT q ă 0

If cpT q ă 0, dpT q cannot be neglected. Assume dpT q ą 0
; Graphical representation (vary b at fixed c ă 0, d ą 0):

b1 “
c2

4d : External minima form
b0 “

3c2

16d : First order phase transition
(with m2

0 “ 3|c|{4d)
b “ 0: Middle minimum at m “ 0 disappears

F

b>b
1b=b

1

b=0

b=b
0

m

Spinodals:

At b P r0 : b0s: metastable disordered states, ”undercooling” is possible.

b P rb0 : b1s: metastable ordered states, ”overheating” is possible.
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The spinodals b “ b0, b “ b1 mark the points where metastable states
become unstable.

Example: MnO, antiferromagnet
Before b changes sign, one already has a first order phase transition

4.1.1.3 Special case b “ c “ 0

; Tricritical point

”Phase diagram” in the vicinity

Practical relevance

If one has two intensive quantities
that do not directly couple to the
order parameter, a tricritical point
may occur.

3 c  /16 d2

Disordered phase

Tricritical point

First order

Continuous

b

c

Ordered phase

Example: Uniaxial antiferromagnet
in a magnetic field

b “ bpT,Hq, c “ cpT,Hq

Possible phase diagram:

Tricritical point

H

T

4.1.2 No Ising symmetry

Example: Liquid-gas transition, liquid crystals,

Consider cases, where free energy F does not have to be symmetric with respect
to an exchange mØ ´m

Known: F
N Ñ 8 for large |m| ñ At least one turning point m̄ in between.

Choose m axis such that m̄ “ 0, hence F 1pm̄q “ 0.

;
F

N
“ apT q `

1

2
bpT qm2 ´

1

3
cpT qm3 `

1

4
dpT qm4 ` ¨ ¨ ¨

b “ b1 “
c2

4d : Second minimum forms
b “ b0 “

2c2

9d : First order phase transition
(with m0 “ 2c{3d)

b “ 0: First minimum disappears

F b>b
1

b=b
1

b=0

b=b
0

m

; Similar scenario as in Ising symmetric case 4.1.1.2
– First order phase transition,
– Spinodals at b “ 0 and b “ b1,
– Metastable states in between

Conclusion: If Landau expansion contains a third order cubic term due to lack
of symmetry, then the transition is first order!
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NB: Consider as an example the liquid-gas transition.
Generically first order Ñ consistent with argument!
Special point: b “ c “ 0: If one has two control parameters
(T , P ), a point pPc, Tcq with cpTc, Pcq “ bpTc, Pcq “ 0 may
exist. Here, the transition is continuous and Ising like!

2 c  /9 d
2

b

c

First order

Ising  critical point

4.2 Landau theory in systems with multicomponent
order parameter

In this section, some examples are given how to construct Landau expansions
from symmetry arguments for more complex systems with multicomponent or-
der parameter.

4.2.1 Heisenberg model

System: Three dimensional spins on a lattice,
Interact with ”Hamiltonian” H “ ´J

ř

xijy
~Si ¨ ~Sj

Ñ Invariant under simultaneous rotation of all spins ~Si
Ñ Invariants: ~m2, p~m2q2, ¨ ¨ ¨

where ~m “ x~Sy: Order parameter per site

ñ Landau expansion: F
N “ a` 1

2b ~m
2 ` 1

4cp~m
2q2

4.2.2 Heisenberg model with cubic anisotropy

Example: A real magnetic system on a cubic lattice.
Spins preferably orient along the main lattice directions.

Symmetry: mα Ø ´mβ for all pairs pα, βq
Ñ Invariants: ~m2, p~m2q2, pm4

x `m
4
y `m

4
zq

ñ Landau expansion: F
N “ a` 1

2b ~m
2 ` 1

4cp~m
2q2 ` 1

4d pm
4
x `m

4
y `m

4
zq

4.2.3 Three component order parameter with uniaxial anisotropy

Symmetries: mz Ø ´mz pmx,myq invariant under (2D) rotation
Ñ Invariants: m2

z, m
2
x `m

2
y, m

4
z, pm

2
x `m

2
yq

2, m2
zpm

2
x `m

2
yq

ñ F
N “ a` 1

2bm
2
z`

1
2c pm

2
x`m

2
yq`

1
4dm

4
z`

1
4e pm

2
x`m

2
yq

2` 1
4f m

2
zpm

2
x`m

2
yq

Discussion:
b “ 0, c ą 0 : Ising-type transition
c “ 0, b ą 0 : ”XY”-symmetry

pmx,myq order
b “ c “ 0: Ising- and XY-lines meet:

Bicritical point
b ă c ă 0: Different types of order compete

; First order phase transition
in m  z

in (m  ,m  )x y

OrderedFirst order

b

XY−type

Disordered phase

Ising−type c

Ordered
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Example: Antiferromagnet with weak
uniaxial anisotropy in a homogeneous
external magnetic field H

T

H

Bicritical point

Flip−flop phase

4.2.4 Two component order parameter with trigonal symmetry

Symmetry: Invariance under a rotation of 2π{3

Examples: Some adsorbate systems
Three-state Potts model:
H “ ´J

ř

xijy δqi,qj with qi “ 1, 2, 3.

Possible way to determine invariants:

Rotation by 2π{3 fl rotation matrix D “

ˆ

´1{2
?

3{2

´
?

3{2 ´1{2

˙

For any fp~mq, the function gp~mq “ fp~mq`fpD ~mq`fpD2 ~mq is invariant.

Apply this to polynomials fp~mq to get invariants of ...

2nd order: fp~mq “ m2
x, m

2
y Ñ gp~mq 9m2

x `m
2
y

fp~mq “ mx my Ñ gp~mq “ 0 (trivial)

3d order: fp~mq “ m3
x, mx m

2
y Ñ gp~mq 9myp3m

2
x ´m

2
yq

fp~mq “ m3
y, my m

2
x Ñ gp~mq 9mxp3m

2
y ´m

2
xq

4th order: fp~mq “ m4
x, m

4
y, m

2
x m

2
y Ñ gp~mq 9 pm2

x `m
2
yq

2

fp~mq “ mx m
2
y, my m

2
x Ñ gp~mq “ 0

ñ F
N “ a` 1

2bpm
2
x`m

2
yq`

1
3cmxpm

2
x´3m2

yq`
1
3dmypm

2
y´3m2

xq`
1
4epm

2
x`m

2
yq

2

Remarks:

• Cubic term ; phase transition is first order!

• Six-fold symmetry: Trigonal symmetry and mirror symmetry
; Cubic term disappears, phase transition may be continuous

• Exception: 3-State Potts model in two dimensions: Trigonal symme-
try, but nevertheless continuous transition due to fluctuations !
(So this may occasionally happen, but as a rule, phase transitions in
systems with trigonal symmetry should be first order! For example,
the phase transition in the 3-state Potts model in higher dimensions
is first order)

4.2.5 Liquid crystals
Example of a more

complex order parameter
Orientational order,

but no positional order Isotropic phase

ÐÑ

Nematic phase
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Order parameter:

‚ Assume, there exists one preferred orientation
; Suitable order parameter is S “ 1

2x3 cos2 θ ´ 1y:
Disordered fluid: xcos2 θy “ 1{3 Ñ S “ 0

Ordered fluid: xcos2 θy “ 1 Ñ S “ 1

θ

σ

‚ No preferred orientation ; Natural generalization
Tensor: Qαβ “ 1

2xσασβ ´ δαβy
where ~σi points along the main axis of molecule i
Note: Q is symmetric with TrpQq “ 0.

Landau expansion

‚ With preferred orientation: ”Maier-Saupé model”
F
N “ a` 1

2bS
2 ` 1

3cS
3 ` 1

4dS
4 ` ¨ ¨ ¨

Due to the cubic term, the phase transition is first order.

‚ Without preferred orientation:
Invariants under rotation: TrpQ2q, TrpQ3q, TrpQ4q “ 1

2pTrpQ2qq2.
(Last identity holds because Q is symmetric and traceless)

ñ F
N “ a` 1

2b TrpQ2q ` 1
3c TrpQ3q ` 1

4d TrpQ4q

; Again first order transition due to cubic term!

4.3 Ginzburg-Landau theory

Extension of Landau theory for inhomogeneous systems
Here: Discuss only systems with one-component order parameter

4.3.1 Ansatz

Homogeneous system ; Landau expansion
Different from previous section: Normalize with 1{V instead of 1{N ,
i.e., m “M{V, f :“ F {V etc. Expansion still has the same form.

ñ F {V “ a` 1
2b m

2 ` 1
4c m

4 ´ h m

Inhomogeneous system ; Search for generalization

Naïve Ansatz: F “
ş

ddr fpmp~rqq with fpmq “ a` 1
2b m

2 ` 1
4c m

4 ´ hm
Problematic, since the order parameter profile has no ”stiffness”,

i.e., it adjusts instantaneously to hp~rq
; Spatial variations of mp~rq should be penalized

New Ansatz: F rmp~rqs “

ż

ddr
`

fpmq `
1

2
g p∇mq2

˘

Corresponds to lowest order expansion in m and ∇m, taking into
account the symmetry mØ p´mq and cubic symmetry in space!
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4.3.2 Interpretation

Question: What is the meaning of F rmp~rqs? What does it describe?

(a) Not the free energy

• Not necessarily convex

• The free energy is a thermodynamic potential. It cannot depend
on a microscopic order parameter field mp~rq: Microscopic degrees of
freedom must be integrated out!

Instead: A functional (a function from function space to R), where the
partition function has been partially evaluated (but not fully)!

(b) ”Derivation” of the Ginzburg-Landau functional

(Not a rigorous derivation, rather a description of the object that F rmp~rqs
is supposed to represent)

Starting point, e.g., Ising model
Discrete spins Si

”Coarse-graining”: Averaging over blocks of size l0, where l0
has roughly the size of the correlation length far from Tc
(but: chosen fixed, independent of T , not singular)

Slowly varying order parameter mp~rq
No longer fluctuates on the scale of the lattice constant.
Fourier components with k ą 1{l0 have been integrated out.

Important: Block size l0 must be chosen with care

Too large ; uncorrelated blocks, can be equilibrated independent
of each other, nothing gained!

Too small ; correlations too strong and nonlocal, defining a ”local”
quantity mp~rq does not make sense!

Formal description: partial trace

Define mp~rq: Average over block v~r: mp~rq “ 1
v~r

ř

~r Si

Now assume that mp~rq be given, then we have
exp

´

´ βF rmp~rqs
¯

!
“

ř

tSiu

e´βH tSiu
ś

~r δ
´

1
v~r

ř

v~r

Si ´mp~rq
¯

; Calculate trace over all configurations which would yield the
order parameter landscape mp~rq upon coarse-graining.

ñ F rmp~rqs has both energetic and entropic contributions!

Full Partition function:
Z “

ş

Drmp~rqs e´βF rmp~rqs “ e´βF

; Functional integral over all smoothly varying functions!
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(c) Comparison with density functional (for the experts)

Construction of density functional F̃ rmp~rqs

‚ Definition of a microscopic order parameter field mp~rq,
e.g. as in (b): mp~rq “ 1

v~r

ř

~r Si

‚ Introduction of a conjugate field hp~rq that couples to mp~rq
ñ Modified ”Hamiltonian” H̃ rhs “H ´

ş

ddr mp~rq hp~rq

; Thermodynamic potential: G̃rhp~rqs “ ´kBT ln
´

ř

tSiu
e´βH̃ rhs

¯

mp~rq :“ xmp~rqy “ 1
β

δG̃
δhp~rq is almost always a unique function of hp~rq

‚ Legendre transform: F̃ rmp~rqs “ G̃rhp~rqs ´
ş

ddr mp~rq hp~rq

Then we have (exactly): F |h”0 “ min
tmp~rqu

F̃ rmp~rqs (since BF̃
Bm
“ h “ 0)

But: F̃ rmp~rqs and F rmp~rqs are not the same functional!
In particular, F̃ rmp~rqs is generally nonlocal!
Moreover, mp~rq (average local order parameter) does not refer to the
same field as mp~rq (actual microscopic local order parameter)!

4.3.3 Brief digression: Dealing with functionals

I) Functional integral
ż

Drmp~rqs ¨ ¨ ¨ “ lim
aÑ0

lattice constant

”

ź

~r

8
ż

´8

dm~r

ı

¨ ¨ ¨

e.g., in one dimension:
ş

Drmpxqs ¨ ¨ ¨ “
ş

dm0 dma dm2a ¨ ¨ ¨

Ñ Path integral
a 3a 4a2a

x

m(x)

II) Functional derivatives

Definition:
δF rmp~rqs

δmp~r1q
“ lim

εÑ0`

1

ε

”

F rmp~rq ` ε δp~r ´ ~r1qs ´F rmp~rqs
ı

Examples:

‚ F rmpxqs “

ż

dx fpmpxqq

ñ
δF

δmpyq
“ lim

εÑ0

1

ε

“ ş

dx
`

fpmpxq ` ε δpx´ yqq ´ fpmpxqq
˘‰

Taylor
“ lim

εÑ0

1

ε

“ ş

dx
`

fpmpxqq ` ε δpx´ yq f 1pmpxqq ´ fpmpxqq
˘‰

“
ş

dx δpx´ yq f 1pmpxqq “ f 1pmpyqq

‚ F rmpxqs “

ż

dx
` d

dx
mpxq

˘2

ñ
δF

δmpyq
“ lim

εÑ0

1

ε

“ ş

dx
`

´

d
dx

`

mpxq`εδpx´yq
˘

¯2
´
`

d
dxmpxq

˘2˘‰

“ 2
ş

dx
`

d
dxmpxq

˘`

d
dxδpx´ yq

˘

partial
integration
“ ´2

ş

dx δpx´ yq d2

dx2mpxq “ ´2 d2

dx2mpxq
ˇ

ˇ

ˇ

x“y
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Rules:
δ

δmp~r1q

ż

ddr mp~rq “ 1

δ

δmp~r1q
mp~rq “ δp~r ´ ~r1q

δ

δmp~r1q

1

2

ż

ddr p∇mp~rqq2 “ ´∆m

Product rule, chain rule, etc.

III) Functional derivatives in the Ginzburg-Landau theory

Construct ”Generating functional”

Z rhp~rqs “

ż

Drmp~rqs e´β
“

F0rmp~rs´
ş

ddr hp~rqmp~rq
‰

“: e´βF rhp~rqs

ñ Order parameter: xmp~rqy “
`

´ δF
δhp~rq

˘

hp~rqÑ0`

”Local” susceptibility: (meaning will become clear later)

χp~r, ~r1q “
“ δxmp~rqy
δhp~r1q

‰

hÑ0`
“ ´ δ2F

δhp~rqδhp~r1q

ˇ

ˇ

ˇ

hÑ0`

“ ¨ ¨ ¨ “ β
`

xmp~rqmp~r1qy ´ xmp~rqyxmp~r1qy
˘

hÑ0`

Same in Fourier space with mp~kq “
ş

ddr ei
~k¨~rmp~rq

Z rhp~kqs “

ż

Drmp~kqs e
´β

“

F0rmp~ks´
1

p2πqd

ş

ddk hp´~kqmp~kq
‰

” e´βF rhp
~kqs

ñ Order parameter: xmp~kqy “ ´ 1
p2πqd

δF

δhp ~́kq

ˇ

ˇ

hÑ0`

Susceptibility:

χp~k,~k1q “
“ δxmp~kqy

δhp~k1q

‰

hÑ0`

“
β

p2πqd

`

xmp~kqmp´~k1qy ´ xmp~kqyxmp´~k1qy
˘

hÑ0`

“ 1
p2πqd

ş

ddr ddr1 ei
~k¨~r´~k1¨~r1χp~r, ~r1q

Specifically, if χp~r, ~r1q “ χ̃p~r ´ ~r1q (homogeneous system):

ñ χp~k,~k1q “ χ̃p~kq δp~k ´ ~k1q p2πq
d

V (NB: δp0q “ V
p2πqd

)

with χ̃p~kq “ χp~k,~kq “ V
p2πqd

ş

ddrei
~k¨~rχ̃p~rq

NB: Relation to global susceptibility χ “ Bm̄
BH :

Choose hp~rq ” H “ const., m̄ “ 1
V

ş

ddr mp~rq

ñ χ “ 1
V

ş

ddr
ş

ddr1 δmp~rqδhp~r1q
loomoon

χp~r,~r1q

Bhp~r1q
BH

loomoon

1

“
ş

ddr χ̃p~rq “ χ̃p~k “ 0q p2πq
d

V

“ ¨ ¨ ¨ “
β
V

`

xM2y ´ xMy2
˘

with M “
ş

ddr mp~rq.
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4.3.4 Mean-field approximation and transition to the Landau
theory

Preliminary remark: If the functional F rmp~rqs were known, the expression for
the partition function would be exact: Z “

ş

Drmp~rqse´βF rmp~rqs

(a) Mean-field approximation

Ansatz: Main contribution to the integral Z “
ş

Drmp~rqse´βF rms “: e´βF

comes from the minimum of F ñ F “ min
tmp~rqu

F rmp~rqs

Specifically: Consider F rmp~rqs “
ş

ddr
“

1
2gp∇mq

2 ` fpmq ´ hp~rqmp~rq
‰

Minimum δF
δm ” 0 ñ ´g∆m` f 1pmq ´ h “ 0

Homogeneous system in the bulk (hp~rq ” 0, free boundaries)
; mp~rq ” m̄ “ const., f 1pm̄q “ 0, F “ V fpm̄q
; Effectively a Landau theory

(Specifically: fpmq “ 1
2bm

2` c
4m

4 ñ m̄ “

"

0 : b ą 0

˘
a

|b|{c “: ˘m0 : b ă 0
)

But: Ginzburg-Landau theory also allows to calculate mean-field profiles
mp~rq in inhomogeneous systems! (see Sec. 4.3.6)

(b) Next step: Gaussian approximation

”Saddle point integration”:
Main contribution to the integral Z “

ş

Drmp~rqse´βF rms “ e´βF

stems from the minimum of F and small fluctuations around the
minimum
Given F rmp~rqs “ min. for mp~rq “ m̄p~rq
; Consider mp~rq “ m̄p~rq ` ηp~rq, assume η is small,

expand F rm̄` ηs up to second order in η

ñ F rmp~rqs “ F rm̄p~rqs`
ş

ddr δF
δmp~rq

ˇ

ˇ

ˇ

m̄
loomoon

0:m̄ minimizes F

ηp~rq`1
2

ş

ddrddr1 δ2F
δmp~rqδmp~r1q

ˇ

ˇ

ˇ

m̄

ηp~rqηp~r1q

ñ Z “ e´βFmin
ş

Drηp~rqs e
´
β
2

ş

ddr ddr1 δ2F
δmp~rq δmp~r1q

ˇ

ˇ

ˇ

m̄

ηp~rq ηp~r1q

looooooooooooooooooooooooooomooooooooooooooooooooooooooon

Gaussian integral

“: e´βF

Gaussian integral can be solved analytically.
; p2πq

V
2

Mb

detpβ δ2F
δmp~rq δmp~r1q

Use 1
detA

“
ś

i λ
´1
i “ e´

ř

i lnλi “ e´TrplnAq (with λi: Eigenvalues)

ñ F “ Fmin `
1

2β Tr
´

ln δ2F
δmp~rqδmp~r1q

ˇ

ˇ

ˇ

m̄

¯

` const

Furthermore: xηp~rqy 9
ş

Drηp~rqs ηp~rq e
´
β
2

ş

ddr1 ddr2 δ2F
δmp~r1q δmp~r2q

ˇ

ˇ

ˇ

m̄

ηp~rq ηp~r1q
” 0

ñ xmp~rqy “ m̄p~rq, Bxmp~rqy
Bhp~r1q “

Bm̄p~rq
Bhp~r1q

; Basically same results than in mean-field theory.
Non-mean field behavior only emerges if fluctuations are large!
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(c) Application: Correlation functions in mean-field approximation

Consider homogeneous system with m̄p~rq ” m̄ “ const.

Trick: Exploit χ̃p~kq “ δxmp~kqy

δhp~kq

ˇ

ˇ

ˇ

h“0
“

β
p2πqd

xmp~kqmp´~kqy
ˇ

ˇ

ˇ

h“0
; Response of the system to a periodic perturbation with

amplitude hp~kq gives correlation functions in Fourier space
Cp~rq “ xmp~rqmp~r1qy ´ m̄2 Ñ Cp~kq „ xmp~kqmp´~kqy

Specifically: Consider again expansion mp~rq “ m̄` ηp~rq
Euler-Lagrange equation: bm´ g∆m “ h ñ bη ` 3cm̄2η ´ g∆η ` Opη2

q “ h
ˇ

ˇ

ˇ

ˇ

ˇ

T ą Tc pm̄ “ 0q : bη ´ g∆η
!
“ hp~rq

T ă Tc pm̄ “

b

´b
c
q : ´2bη ´ g∆η

!
“ hp~rq

+

` Opη2
q

In Fourier space
ˇ

ˇ

ˇ

ˇ

ˇ

T ą Tc : b η ` g k2η “ hp~kq ñ ηp~kq “ hp~kq{pb` gk2
q

T ă Tc : ´2b η ` g k2η “ hp~kq ñ ηp~kq “ hp~kq{p2|b| ` gk2
q

ñ Lorentz curve: Cp~kq „ χ̃p~kq „ δxmp~kqy

δhp~kqy
„

δxηp~kqy

δhp~kqy
ñ Cp~kq „

1

k2 ` ξ´2

with ξ “

"
a

g{b : T ą Tc
a

g{p2|b|q : T ă Tc

Back transformation in real space ( for calculation see below or 3.5.3.4)

ñ Cp~rq „

ż

ddkei
~k¨~rCp~kq „

"

e´r{ξ : r{ξ " 1
r2´d : r{ξ ! 1

Interpretation:
ξ is the correlation length, diverges at the critical point (b “ 0).
At the critical point with ξ Ñ8, Cp~rq decays algebraically!
Critical behavior: Exponents ν and η (Recall b “ bcpT ´ Tcq)

• Correlation length: ξ „ |T ´ Tc|
´ν , ν “ 1{2 (ξ „ 1{

a

|b|)

• ”Anomalous dimension”: Cprq „ r2´d`η , η “ 0 at T “ Tc

(exact: 2D Ising: ν “ 1, η “ 1{4 3D Ising: ν “ 0.63, η “ 0.04)

(Addendum: Back transformation Cp~kq Ñ Cp~rq (similar to Sec. 3.5.3.4)
Cp~kq “ 1

k2`ξ´2 ; Cp~rq „
ş

ddk e´i
~k¨~r 1

k2`ξ´2 , d dimensions
Use: (‹)

ş8

´8
dp e´ipx 1

p2`a2 “
π
a

e´|x|{a (derived, e.g., via theorem of residues)

d “ 1:
ş

dk 1
k2`ξ´2

‹
“ πξe´|x|{ξ

d ě 2: Cp~rq „ ddk e´i
~k¨~r 1

k2`ξ´2

~̂
k“~kr
“ r2´d

ş

ddk̂e´i
~̂
k¨~e~r 1

k̂2`pr{ξq2

ˇ

ˇ Choose x axis along ~e~r, Set
~̂
k “: pp, ~qq

“ r2´d
ş8

´8
dp e´ip

ş

dd´1q 1
p2`q2`p r

ξ
q2

‹
„ r2´d

ş8

0
dq qd´2 e

´
b

q2`p r
ξ
q2 1

b

q2`p r
ξ
q2

loooooooooooooooooooomoooooooooooooooooooon

“:Ipr{ξq
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Consider asymptotic behavior of Ipxq:
xÑ8 :

a

x2 ` q2 « xp1` 1
2
p
q
x
q
2
“ x` 1

2x
q2; 1?

q2`x2« 1
x
p1´ q2

2x2

ñ Ipxq « e´x 1
x

ş8

0
dq qd´2e´

1
2x
q2

loooooooooomoooooooooon

Γp 1´d
2
qxpd´1q{2

p1` Op 1
x
qq „ e´xxpd´3q{2

xÑ 0, d ą 2: Ipxq «
ş8

0
dq qd´3e´q “ Γpd´ 2q.

d “ 2: Exact solution
ş8

0
dqe´

?
q2`x2 1?

q2`x2
“ K0pxq

xÑ0
Ñ ´ lnpxq

Apply this to Cp~rq „ r2´dIpr{ξq

ñ r{ξ " 1 : Cprq „ r2´d`pd´3q{2e´r{ξ “ rp1´dq{2e´r{ξ

r{ξ ! 1 : Cprq „

"

r2´d for d ą 2
´ lnpr{aq for d “ 2

)

4.3.5 Validity region of the mean-field approximation

Mean-field approximation neglects fluctuations.

Question: When is this acceptable?

Estimate: Ginzburg criterion (see also Section 3.5.4.2)

Fluctuations of the order parameter in the range of the correlation length
must be small compared to the order parameter!

Specifically: Compare M “
ş

ξd ddr mp~rq at t9 pT ´ Tcq
Request: xM2y ´ xMy2 ! xMy2

|| ||

χξd xmy2ξ2d

ñ χξ´dxmy´2 ! 1 ñ R|t|´γ`νd´2β ! 1

Specifically for |t| Ñ 0 : p´γ ` νd´ 2βq ą 0

ñ Mean-field approximation describes critical behavior correctly for

d ą dc “
2βMF ` γMF

νMF

dc : ”Upper critical dimension”
pβMF , γMF , νMF : Mean-field exponents)

For d ă dc: Fluctuations dominate, mean-field approximation fails
For d “ dc: Logarithmic corrections
For d ą dc: Mean-field approximation captures critical behavior

Ising-type transitions: γMF “ 1, βMF “ νMF “ 1{2 ñ dc “ 4

Significance of prefactor R

Mean-field approximation may oK even for d ă dc,

if 1 " t " R1{pγ`2β´dνq “ R1
L

νpdc´dq: mean-field range

if t ! R1{pγ`2β´dνq “ R1
L

νpdc´dq: critical range

(Example: Superconductivity - Critical range „ 10´14K
One practically always sees mean-field behavior.

Remark: Argument applies only if the direct interactions decay fast enough
(faster than 1{rd)!
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4.3.6 Conclusion: Relevance of Ginzburg-Landau theory

‹ Ginzburg-Landau functional

• In principle ”exact” starting point for perturbation expansions, field
theoretic renormalization etc.
Contruction from symmetry considerations Ñ Universality

• Allows assessment of validity of mean-field approximation (previous
section)

‹ Treatment of inhomogeneous systems

e.g., surfaces, thin films, interfaces

Interface m
0

-m
0

Problem: Minimize F rmp~rqs with bound-
ary condition lim

xÑ˘8
“ ˘m0

(with m0: Bulk order parameter)

F rmp~rqs “
ş

ddr
”

1
2gp∇mq

2 ` 1
2bm

2 ` 1
4cm

4
ı

ñ Equation: bm` cm3 ´ g∆m “ 0, m0 “
a

|b|{c, ξ “
b

g
2|b|

ñ Solution: m “ m0 tanhpx{2ξq (Check by insertion)

‹ Allows description of modulated phases

(”incommensurable phases”, magnetic screw structures, lamellar phases in
microemulsions or block copolymers)

Special case g ă 0 . In this case, F rmp~rqs must include a stabilizing
term of higher order

e.g., F “
ş

ddr
”

fpmq ` 1
2gp∇mq

2 ` 1
2kp∆mq

4
ı

(or 1
4k
1p∇mq4)

If g is sufficiently small, F is minimized by a
modulated order parameter.

m

4.4 Multicritical phenomena

4.4.1 Examples

(a) Tricritical point

Example: Strongly anisotropic uniaxial antiferromagnet in a homoge-
neous external field (discussed earlier in Sec. 4.4.2)

Tricritical point

H

T Red dashed: First order transition
Blue solid: Second order transition
Black point: Tricritical point
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Why is this point called ”tricritical”?

In an extended phase space, three
critical lines meet there.

E.g., antiferromagnet: Choose as
additional intensive variable the
field h that couples to the order
parameter (a staggered field)

h

H

T Tricritical point

Critical lines

Areas of first order 
  phase transitions Triple point line

Additional characteristics:

– In mean-field approximation different critical exponents than in
the Ising model (see Sec. 4.4.2).
One obtains: α “ 1{2, β “ 1{4, γ “ 1, but still ν “ 1{2, η “ 0.

ñ Different upper critical dimension according to the Ginzburg cri-
terion: dc “ pγ ` 2βq{ν “ 3!

(b) Bicritical point

Two critical lines meet each other

Example: Weakly anisotropic uniaxial antifer-
romagnet in a homogeneous external field
(discussed earlier in Sec. 4.2.3)

T

H

Bicritical point

Flip−flop phase

(c) Critical end point

Critical line ends at a line of first order phase
transitions

Example: Uniaxial antiferromagnet with inter-
mediate anisotropy in a homogeneous ex-
ternal field

T

Flip−flop phase

Tricritical point 

H

Critical end point

(d) Multicritical points of higher order

Example: Tetracritical point - four critical lines meet.

(e) Lifshitz point

Modulated phases compete with regular phases

(f) and many others ...

We will now illustrate the treatment of multicritical phenomena with the Ginzburg-
Landau theory at two examples: The tricritical point and the Lifshitz point.
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4.4.2 Tricritical point

(a) Landau expansion (already discussed in Sec. 4.4.2)

F
V “ a` 1

2bm
2 ` 1

4cm
4 ` 1

6dm
6 ´ hm

Tricritical point corresponds to b “ c “ 0

In order for this to happen, b and c should depend on two intensive
parameters ∆, T .
; b “ c “ 0 defines a point p∆t, Ttq in the p∆, T q-plane

We already showed:
At c ă 0, one has a first order phase
transition at b “ 3c2{16d.
Now we discuss the critical behavior
directly at the critical point.

3c /16d
2

Disordered phase

Tricritical point

First order

Continuous

b

c

Ordered phase

(b) Critical behavior in the Landau theory

Preliminary remark: From BF
Bm “ 0, one concludes at h “ 0:

bm` cm3 ` dm5 “ 0
pcă0q
ñ m2 “

|c|
2d

`

1`
b

1´ 4bd
c2

˘

; Behavior different for the cases |4bd{c2| ! 1 and |4bd{c2| " 1
”critical” and ”tricritical” regime!

Graphical illustration:
I: ”Tricritical regime”
II: ”Critical regime”

Approaches to the tricritical point:
in I: b9 pT ´ Ttq, c9 pT ´ Ttq
in II: b ! pT ´ Ttq2, c9 pT ´ Ttq

3c /16d
2

 c /4d
2

Regime II

b

c

Regime I

Regime I

‚ Order parameter

(I) Approach tricritical point with a finite angle to the phase tran-
sition line Ñ in the tricritical region
ñ 4bd

c2
" 1 (since b, c approach zero linearly)

ñ m « p´bd q
1{4 ñ βt “ 1{4

(II) Approach tricritical point in the critical regime such that 1 ! 4bd
c2

ñ m « p
|c|
2dq

1{2 ñ βu “ 1{2

‚ Specific heat cH : F
V “ a` 1

2bm
2 ` 1

4cm
4 and cH “ ´T B

2F
BT 2

(I) In the tricritical regime: m 9 pTt ´ T q
1{4 and b 9 pT ´ Ttq

ñ cH „
B2

BT 2 pTt ´ T q
3{2 „ pTt ´ T q

´1{2 ñ αt “ 1{2

(II) In the critical regime: m 9 pTt ´ T q
1{2, b ! |T ´ Tt|2, c 9 pT ´ Ttq

ñ cH „
B2

BT 2 pTt ´ T q
3 „ pTt ´ T q

1 ñ αu “ ´1
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‚ Susceptibility
From bm` cm3 ` dm5 ´ h “ 0, one gets Bm

Bh

ˇ

ˇ

h“0
“ 1

b`3cm2

ˇ

ˇ

h“0
.

(I) In the tricritical regime:
Bm
Bh „

1
b „ pTt ´ T q

´1 ñ γt “ 1

(II) In the critical regime: b ! |T ´ Tt|2, c 9 pT ´ Ttq
Bm
Bh „

1
b`3cm2

cm2„pT´Ttq2
„ pT ´ Ttq

´2 ñ γu “ 2

‚ Correlation functions
The exponents ν, η do not change at the tricritical point, since the
mean-field correlations do not depend on c (e.g., ξ „

a

|g{b|)

ñ νt “ 1{2, ηt “ 0

Summary: Mean-field exponents in the tricritical regime:
βt “ 1{4, γt “ 1, αt “ 1{2, νt “ 1{2, ηt “ 0

(c) Application: Ginzburg criterion

Recall Sec. 4.3.5: The Landau theory is good, if dν ´ 2β ´ γ ą 0 for the
mean-field exponents ν, β, γ. Inserting the values for the critical exponents
at the tricritical point, one obtains d ą dt with dt ą 3

Thus the upper critical dimension at the tricritical point is only 3!
In three dimensions, critical fluctuations only lead to logarithmic correc-
tions to the behavior predicted by the Landau theory.

4.4.3 Lifshitz point

(a) Ginzburg-Landau theory for modulated phases

Practical relevance: Often used to describe materials that spontaneously
form modulated nanostructures, e.g.,
– Modulated magnetic superstructures in crystals

(Hornreich et al 1975 – lattice spin model: ANNNI model)
– Amphiphilic systems and microemulsions
– Block copolymer nanostructures
– Domains in lipid membranes
Also postulated to exist in the QCD phase diagram by some models

Ginzburg Landau theory
Modulated phases are possible, if the coefficient g of the square gra-
dient term in the Ginzburg-Landau functional becomes negative. In
this case, a stabilizing term of higher order must be included, e.g.,
1
2vp∆mq

2

; F “
ş

ddr
“

1
2bm

2 ` 1
4cm

4 ´ hm` 1
2gp∇mq

2 ` 1
2vp∆mq

2
‰

Phase behavior: To find the transition to a modulated phase, we calcu-
late the structure factor Sp~kq 9 χp~kq (~k-dependent susceptibility)

Minimize F Ñ Euler-Lagrange equations
ñ b m` c m3 ´ g∆m` v ∆2m “ h
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Fourier transform ~r Ñ ~k and linearization in m
ñ b mp~kq ` g ~k2mp~kq ` v k4 mp~kq “ hp~kq

ñ χp~kq 9 Bmp~kq

Bhp~kq
“ 1

b`gk2`vk4

Analysis
If g ă 0, then χp~kq has a maximum at k˚ “

a

´g{2v,
ñ χpk˚q “ 1

b´g2{4v

In that case, χpk˚q diverges at b “ g2{4v
; Homogeneous phase is unstable, transition to a modulated
structure with characteristic wave vector k˚

Phase diagram

 g /4v
2

Continuous, Ising−type

b

gLifshitz point

Disordered phase

First order

Brazovskii type

Homogeneous, two phase region

Modulated phase

Discussion

– In mean-field approximation: Two types of continuous transitions
meet at the multicritical Lifshitz point: A regular Ising-type
transition at g ą 0, b “ 0 and and a ”Brazovskii”-type transi-
tion at g ă 0, b “

a

g2{4v between a disordered phase and a
modulated structure.

– At the Lifshitz point, the wave vector k˚ of the modulated struc-
ture becomes zero - i.e., the wave length diverges.

(c) Critical behavior at Lifshitz points

‚ Exponents α, β, γ, δ are the same as in the Ising model, as they do not
depend on g.

αL “ 0, βL “ 1{2, γL “ q, δL “ 3

‚ At the Lifshitz point pg “ 0q, we have χp~kq „ 1
b`vk4 „

1
bp1`k4ξ4q

; Not a Lorentz curve, but ξ “ pv{bq1{4 is clearly the characteristic
length scale in the system! Diverges as b 9 pT ´ TLq Ñ 0.

ξ 9 b´1{4 ñ νL “ 1{4

At b “ 0, we have χp~kq 9 k´4 “: k´p2´ηLq ñ ηL “ ´2

‚ Upper critical dimension: dcνL ´ 2βL ´ γL ą 0 ñ dc “ 8
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(d) Fluctuation effects

– Upper critical dimension is very large ; Fluctuation effects are strong!

– In fact, the lower critical dimension (the minimum dimension where a
Lifshitz point exists), is believed to be dl “ 4.

– In three dimensions or less, the Lifshitz point becomes unstable and
probably turns into a regular tricritical point
(Numerical evidence for the case of a block copolymer melt: Vorse-
laars, Spencer, Matsen, PRL 2020).

– Also, the Brazovskii transition becomes first order due to fluctuations
by a mechanism called ”Brazovskii mechanism” (ordered modulated
domains break up).

 g /4v
2

Continuous, Ising−type

b

gLifshitz point

Disordered phase

First order

Brazovskii type

Homogeneous, two phase region

Modulated phase

Mean-field phase behavior

b

g

Homogeneous, two phase region

Modulated phase

First order

Weakly first order

Continuous, Ising−type

Tricritical point

Disordered phase

Real phase behavior in 3D

4.5 Concepts to describe the kinetics of first order
phase transitions

4.5.1 Classification of dynamical systems

We focus on a model with a one-component (scalar) order parameter, as in
Section 4.1. The dynamic behavior of a system depends crucially on the rele-
vant conserved quantities. The classification below goes back to Hohenberg and
Halperin (1977). The simplest cases are:

– Model A: Order parameter is not conserved
(examples: magnetism)

– Model B: Order parameter is conserved
(example: demixing)

– Model C: Order parameter is not conserved, but another extensive quantity
is conserved which couples to the order parameter.
(example: order-disorder transition: The overall composition is conserved.)

– Model H (in fluids): Additionally, energy and momentum conservation are
important and influence the order parameter kinetics.
Ñ hydrodynamic modes

– etc.
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4.5.2 Field theoretic descriptions

In this chapter, we introduce stochastic partial differential equations that model
specifically model A and model B dynamics (the other models are omitted here).
This will be done using a sloppy ”physicist” approach. The mathematics of
stochastic differential equations (SDEs) is actually quite involved and will be
discussed in somewhat more depth in chapter 9.

˚ Starting point: Ginzburg-Landau functional as before:

F rmp~rqs “

ż

ddr
`

fpmq `
1

2
g p∇mq2

˘

We define the ”effective field” heffp~rq “ ´ δF
δmp~rq “ g∆m´ Bf

Bm

Note: If heffp~rq “ 0, F rmp~rqs is extremal.

˚ Two classes of dynamical models:

(a) Mean-field dynamics: The system is deterministically driven towards
a state with heffp~rq “ 0 according to dynamical equations that respect
the relevant local conservation laws (e.g., in model B, a continuity
equation for the order parameter field).

(b) Stochastic dynamics: Fluctuating noise is added to the dynamical
equations. The noise is chosen to be Gaussian distributed with cor-
relations such that there exists an equilibrium steady-state solution
where the field tmp~rqu is distributed according to a Boltzmann distri-
bution, P rmp~rqs9 exp

`

´ βF rmp~rs. The latter is ensured by impos-
ing a so-called ”fluctuation-dissipation relation” on the correlations
of the noise.

˚ Specifically:

Model A: No local conservation law, relaxational dynamics.
(a) Deterministic (mean-field) Ansatz: Bm

Bt “ Lheffp~r, tq.
with L: relaxation coefficient

(b) Stochastic Ansatz: ”Langevin equation”

Bm

Bt
“ ´L

δF

δmp~rq
` ζp~rq

with ζp~r, tq: Gaussian distributed, uncorrelated white noise with
mean zero.

• Mean: xζp~r, tqy “ 0 (mean zero)
• Fluctuation-dissipation relation:

xζp~r, tqζp~r1, t1qy “ 2kBTL δp~r ´ ~r
1q δpt´ t1q

; White: xζp~r, tqζp~r1, t1qy 9 δpt´ t1q
Spatially correlated: xζp~r, tqζp~r1, t1qy 9 δp~r ´ ~r1q
Prefactor: Ensures that the steady-state solution has the

desired temperature (see Chapter 9).
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• Gaussian distributed: Higher order moments (correlations)
of ζ can be derived from the second moment (the fluctuation-
dissipation relation) according to the Gaussian distribution.

Model B: Order parameter is conserved, diffusive dynamics.

; mp~rq must obey a continuity equation
Bm

Bt
“ ´∇~j

with some current density ~jp~r, tq.

(a) Deterministic (mean-field) Ansatz: ~jp~r, tq 9 ´∇heffp~r, tq

ñ Cahn-Hilliard equation:
Bm

Bt
“ L∆

δF

δm
` ζp~r, tq

with L: ”Onsager coefficient”
Note: The Cahn-Hilliard equation is also intensely studied in

the applied mathematics community.
(b) Stochastic Ansatz: Fluctuating current ~j “ ´L∇ δF

δmp~r,tq ` ~ηp~r)

ñ
Bm

Bt
“ L∆

δF

δm
` ζp~r, tq

with ζp~r, tq “ ´∇ ¨ ~η: Gaussian distributed, ∆-correlated
white noise with mean zero.

• Mean: xζp~r, tqy “ 0 (mean zero)
• Fluctuation-dissipation relation:

xζp~r, tqζp~r1, t1qy “ ´2kBTL∆δp~r ´ ~r1q δpt´ t1q

; White: xζp~r, tqζp~r1, t1qy 9 δpt´ t1q
∆-correlated: xζp~r, tqζp~r1, t1qy 9∆δp~r ´ ~r1q

NB: Corresponds to uncorrelated white current noise
with xηip~r, tqηjp~r1, t1q “ 2LkBT δij δp~r ´ ~r

1q δpt´ t1q.
(Check: xζp~r, tqζp~r1, t1qy “

ř

i,jx
`

Biηip~r, tq
˘`

B
1
jηjp~r

1, t1q
˘

y

“
ř

i,j BiB
1
jxηip~r, tqηjp~r

1, t1qy

“ 2MkBT
ř

i,j BiB
1
jδij δp~r ´ ~r1q δpt´ t1q

“ ´2MkBT
ř

i,j BiBjδij δp~r ´
~r1q δpt´ t1q

“ ´2MkBT∆ δp~r ´ ~r1q δpt´ t1q X )

Prefactor: Ensures that the steady-state solution has the
desired temperature (see Chapter 9).

• Gaussian distributed: Same as model A.

˚ Physical motivation: Distinction between ”fast” and ”slow” degrees of free-
dom, e.g., phonons versus diffusive modes

”Fast” degrees of freedom are projected out
Ñ Onsager coefficients and noise

The Ansatz is obviously problematic, if one does not really know, which
degrees of freedom are ”fast” or ”slow”, or if the time scales are not well
separated. Possible strategies to deal with such cases is to either include
further fields (as in model C and H) or allow for memory effects (”gener-
alized Langevin equation”, not covered in this lecture).
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4.5.3 Early-stage phase separation in model B dynamics

Starting point: We consider a system that is suddenly
quenched from the disordered phase into the two-phase
region. Initially, it is homogeneous with order param-
eter m ” m and disordered.
Question: How does phase separation proceed?

mm

T

m

˚ General considerations

Even in the two-phase region, the system may remain trapped in the
disordered state for a while. The reason is that most small deviationsmp~rq
from the homogeneous state are driven back towards m ” m – primarily
due to the interfacial term p∇mq2 in the free energy, but sometimes also
because fpmq is convex in the vicinity of m, see below.

˚ Stability analysis

Due to the square gradient term p∇mq2 in the Ginzburg-Landau energy,
the fluctuations that become unstable first are the ones with long
wavelength.

Consider a ”homogeneous” fluctuation where m is enhanced by δm1 in a
volume fraction a1 of the system and reduced by δm2 in a fraction
a2 (mi “ m ` δmiq. Since the overall composition does not change,
we have

ř

i aiδmi “ 0 .
ñ Change of (Ginzburg-Landau) free energy:

1
V ∆F “

ř

i ai
`

fpm` δmiq ´ fpmq
˘

“ f 1pmq
ř

i aiδmi
loooomoooon

0

`1
2f
2pmq

ř

i aiδm
2
i

loooomoooon

ą0 mm

f

m

; For f2pmq ą 0, fluctuations are driven back.
For f2pmq ă 0, fluctuations grow, unstable

ñ Crossover between regimes at f2pmq “ 0: Spinodal.

˚ Discussion:

In mean field theory, the spinodal line separates a region where phase
separation occurs spontaneously from a region where it can only pro-
ceed by an activated nucleation process.

In reality, the separation between metastable and stable regions is not
sharp. However, the mean-field concepts can still qualitatively ex-
plain differences in the observed phase separation behavior for deep
and shallow quenches.

4.5.3.1 Unstable regime:
Cahn-Hilliard theory of spinodal decomposition

We first consider quenches in regions with f2pmq ă 0. In this case, the homo-
geneous phase is unstable after the quench. The process of phase separation
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is a driven process which also takes place in the absence of noise, provided the
initial configuration is slightly noisy. The Cahn-Hilliard theory describes how
this process is initiated.

˚ Approximations:
(i) Linearize heffp~rq “ ´ δF

δm « g∆m´ f 1pmq ´ f2pmqpmp~rq ´mq
(ii) Neglect noise (OK, since the transition is driven).

˚ Solution of the linearized equation:
Fourier transform mp~rq Ñ mp~kq (~k ‰ 0)
ñ

Bmp~kq
Bt “ ´Mk2

`

gk2 ` f2pmq
˘

mp~kq ” ´ωp~kqmp~kq

with ωp~kq “ ωpkq “Mk2
`

gq2 ` f2pmqq.
ñ mp~k, tq “ mp~k, 0q expp´ωp~kqtq

˚ Analysis of the result:

Consider the time evolution of a small fluctuation mp~k, 0q

ωp~kq ą 0 ñ mp~k, tq shrinks, the mode ~k is stable.

ωp~kq ă 0 ñ mp~k, tq grows, the mode ~k is unstable.

Instability condition: ωp~kq ă 0 for at least one ~k.
ñ gk2 ` f2pmq ă 0: Possible for f2pmq ă 0

; Recover spinodal.

Expected time evolution in the unstable regime:
Consider ωpkq at f2pmq ă 0

; Long wave-length modes become unstable first,
but they grow most slowly. (Reason: Diffusion
– Restructuring on large scales takes time ...)

; Fastest growing modes: kc “
a

´f2pmq{2g
(maximum of ωpkq).

k

−w(k)

ck

˚ Discussion:

Cahn-Hilliard theory prediction: After the quench into the unstable
regime, modes with wave vector kc 9

a

´f2pmq grow fastest.

; A network structure with a characteristic wave length 2π{kc emerges.
This is indeed observed in experiments and simulations.

; However, different from the prediction of the linearized theory, the
modes do not grow independently, instead, the pattern coarsens. Ñ
the characteristic wave vector decreases with time. The coarsening
sets in immediately after the quench.

; The linearized Cahn-Hilliard theory provides a qualitative picture of
the patterns forming during demixing in the spinodal regime, but
it fails quantitatively. Including Gaussian noise in the linear theory
does not help (not shown here). The coarsening is a nonlinear effect.
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4.5.3.2 Metastable regime:
Nucleation and classical nucleation theory

In the metastable regime, the transition from a homogeneous state into an
inhomogeneous state is a thermally activated process which involves overcoming
a free energy barrier. This requires thermal noise.
Typically, the transition is initiated by the (thermally activated) spontaneous
nucleation of small domains of the competing phase, which then grow with time.
Here, we discuss the simplest theoretical description of this process, the classical
nucleation theory.

˚ Starting point and setup:

Ginzburg-Landau functional Fλrmp~rqs “
ş

ddr
`

fpmq` 1
2g p∇mq

2´λm
˘

,
with fpmq: Double well potential with minima at m “ ˘m˚

(e. g., fpmq “ a` b
2m

2 ` c
4m

4 with b ă 0, and m˚ “
a

|b|{c)

Mean order parameter m chosen in the phase separating, but metastable
regime with f2pmq ą 0.

(our example: |b|{3c ă |m| ă |b|{c)

Geometry: To study droplets, we consider idealized finite, but spherically
symmetric systems, which may contain one droplet centered at the
origin.

˚ Constrained Ginzburg Landau free functional:

We consider systems where the spatial average of mp~rq, M “
ş

ddr mp~rq,
is constrained at M{V “ m. To account for this in the Ginzburg-Landau
functional, we introduce a Lagrange parameter λ,

Fλrmp~rqs “
ş

ddr
`

fpmq ` 1
2g p∇mq

2 ´ λm
˘

,

where λ is chosen such that δFλ
δmp~rq

ˇ

ˇ

ˇ

M{V“m
“ 0.

In homogeneous systems, λ “ f 1pmq. In inhomogeneous systems contain-
ing droplets, |λ| will be smaller, |λ| ă |f 1pmq|

˚ Calculation procedure:

Introducing the Lagrange-parameter amounts to replacing fpmq by
feffpmq “ fpmq ´ λm in the Ginzburg-Landau functional.
; Tilted potential with two minima:

One minimum at m1 “ λ
A second, lower one at m2

ñ Solutions of the Euler-Lagrange equation with M{V “ m

– Homogeneous solution mp~rq ” m

– Spherical droplet solution: mp~rq “ mdprq with mdp8q “ m1,
mdp0q « m2, and an interface at some r “ R.
Note: Since λ depends on R, m1 and m2 also depend on R.
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˚ Free energy considerations:

Rewrite mean-field free energy of droplet
as FdpRq “ V fpm1q ´

4π
3 R

3∆µ` FexcesspRq
with ∆µ :“ fpm1q ´ fpm2q ą 0. This defines Fexcess.

Assume, that the dominant contribution to Fexcess comes from the droplet
surface, and that it is hence roughly proportional to the surface area
Ad “ 4πR2 of the droplet.
; define surface tension σ “ Fexcess{Ad « const.

; FdpRq “ const.` 4πσR2 ´
4π

3
R3∆µ

ñ FdpRq grows as R2 for small R, decays as ´R3 for large R, and
has a maximum at Rc “ 2σ{∆µ . (critical nucleus size).

˚ Central assumption of Classical nucleation theory:

Nucleation is described as an (overdamped) Kramers escape process, see
Section 9.3.3: The dynamic evolution of Rptq corresponds to overdamped
Brownian motion in the potential FdpRq.

– Droplets with R ă Rc are driven back to R “ 0
and shrink.

– Droplets with R ą Rc grow.

R

cR

F(R)

– A nucleation events takes place if Rptq manages to reach Rc due to
thermal fluctuations. According to the Kramers theory, the average
time required for this to happen is τ 9 exppβ∆F pRqq
with ∆F “ F pRcq ´Rp0q “

2π
3 R

3
c .

Note: As the droplet keeps growing, m1 andm2 gradually approach ˘m˚

and ∆µ approaches zero. This implies that the critical nucleus size
increases with time and that new nucleation events are increasingly
unlikely.

‹ Summary and discussion

– According to the classical nucleation theory, the process of phase sep-
aration is triggered by the spontaneous nucleation of droplets with
critical nucleus size Rc. The nucleation rate I grows exponentially
with ∆F according to I “ I0 expp´β∆F q.
Dynamic properties of the model (Onsager coefficients etc.) enter I0.

– Remark: Close to the spinodal, the upper minimum m1 becomes very
shallow, which implies that the interface becomes very broad. In this
case, the separation of FdpRq in terms of volume and surface terms
is no longer justified and the droplet concept becomes questionable.
On the other hand, the spinodal decomposition concept also becomes
questionable, because the only unstable fluctuations have wavelengths
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k very close to zero and grow very slowly compared to the ”critical
droplets”.
; Near the spinodal, it becomes very difficult to distinguish between
droplets and spinodal fluctuations. The transition between regimes
is not sharp. Strictly speaking, the spinodal is not well-defined.

4.5.4 Late stage phase separation in model B dynamics:

4.5.4.1 Droplet regime: Oswald ripening, Lifshitz-Slyozov theory

After the initial droplet nucleation, droplets grow and interact with each other,
and possibly collide and merge. At late stages, a regime is entered where the
evolution of the morphologies can be described by a scaling law.

Characteristics of the late stage of phase separation in model B:

– Nucleation events are no longer important.
(since the nucleation rate goes down, see 4.5.3.2)

– Only few droplets remain in the system and do not interact directly
with each other

– Indirect interactions: Large droplets grow, small droplets shrink (since
Rc grows with time, see 4.5.3.2).
; Number of droplets reduces further, average size increases
; Further coarsening of length scales: Oswald ripening

Droplet growth and derivation of Lifshitz-Slyozov coarsening

TODO

4.5.4.2 Generalization: Lifshitz-Slyozov t1{3- scaling

TODO
David Huse, Phys. Rev B 34, 7845 (1986).

4.5.5 Late stage ordering in model A dynamics

TODO
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Chapter 5

Critical Phenomena and Scaling
Hypothesis

5.1 Scaling relations

Summary of some critical exponents

(Quantity) Mean-field
2D Ising 3D Ising Ising Tricritical Lifshitz

point point
(Specific heat) α 0 0.1 0 1/2 0
(Order parameter) β 1/8 0.33 1/2 1/4 1/2
(Susceptibility) γ 7/4 1.24 1 1 1
(OP Ø field at Tc) δ 15 4.8 3
(Correlation length) ν 1 0.63 1/2 1/2 1/4
(Correlations at Tc) η 1/4 0.04 0 0 2
(Upper
critical dimension) dc 4 3 8

Question: Are these exponents really independent?

Closer look: Some general relations seem to be fulfilled:

e.g.: β ` γ “ βδ
α` 2β ` γ “ 2 (Rushbrooke law)

2´ α “

"

ν d : d ă dc (Josephson law)
ν dc : d ě dc (Mean-field case)

γ “ ν p2´ ηq

; Scaling relations

History: Main discoveries around 1963

‚ Rushbrooke: Thermodynamic stability ñ inequality α` 2β ` γ ě 2

‚ Essam, Fisher: Numerical results suggest α` 2β ` γ “ 2
(for arbitrary models and dimensions)

‚ Widom: Scaling hypothesis

75
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5.2 Widom’s scaling hypothesis

Provides a framework that helps to classify and ”derive” scaling relations. First
introduced in a heuristic manner. A more formal derivation will be pro-
vided in chapter 6.

Of great practical use

Scaling analyses are fast (”back of the envelope” calculations).
Can be applied to a variety of problems/systems

(e.g., finite size scaling, polymers, dynamical systems, ...)

Often give correct relations without lengthy calculations

Here: ”Static scaling hypothesis” for Ising-type systems

5.2.1 Scaling hypothesis for the order parameter

(Widom, 1963)

Order parameter is a function of t “ pT ´ Tcq{Tc and h “ H{kBT

We know: mpt, h “ 0q “

"

0 : t ą 0
˘A|t|β : t ă 0

and mpt “ 0, hq “ ˘B|h|1{δ

Question: Can one combine both formulae?

Widom’s Ansatz: mpt, hq “

"

tβ F`mph{t
∆q : t ą 0

p´tqβ F´mph{p´tq
∆q : t ă 0

β,∆: Universal exponents (∆: ”gap exponent”)
F˘m : Scaling functions:

Data for different fields H should lie
on the same curve
; ”data collapse”

(NB: In order to implement this type of plot, one must either
know or fit β,∆, and Tc!)

To derive relations between exponents, consider limiting cases

‚ hÑ 0, t ‰ 0 (|t| small)

mpt, hÑ 0q “ |t|β F˘mph{|t|
∆q

!
“

"

0 : t ą 0
˘A|t|β : t ă 0

ñ F`mp0q “ 0, F´mp0q “ ˘A ‰ 0 (finite)

χphÑ 0, tq “ Bm
Bh

ˇ

ˇ

hÑ0
“

|t|β

|t|∆
d

dxF
˘
mpxq

ˇ

ˇ

xÑ0
“ |t|β´∆F˘m

1
p0q

!
9 |t|´γ

ñ γ “ ∆´ β, i.e., ∆ “ β ` γ
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‚ tÑ 0, h ‰ 0 (|h| small)

mptÑ 0, hq “ |t|β F˘mph{|t|
∆q

!
9 |h|1{δ independent of t!

ñ Since ∆ ą 0: F˘mpxq „ |x|λ for xÑ8

where λ has to be chosen such that |t|β
ˇ

ˇh{|t|∆
ˇ

ˇ

λ

is independent of |t| ñ β ´∆λ “ 0, i.e., λ “ β{∆

Insert: mptÑ 0, hq „ |h|λ “ |h|β{∆
!
9 |h|1{δ

; β{∆ “ 1{δ ñ ∆ “ β δ

Together: ∆ “ γ ` β “ β δ

Thus we have determined the gap exponent ∆ and deduced a scaling
relation!

Derivation of other scaling relations is not yet possible, since the exponents
α, ν, η do not appear in the critical behavior of the order parameter

; Must find other, similar scaling hypotheses!

5.2.2 Scaling hypothesis for the free energy

Alternative to 5.2.1: Write singular part of the free energy density as

fspt, hq “ |t|
2´αF˘f ph{|t|

∆q

ñ Specific heat at h “ 0: cH „
B2fs
Bt2

„ |t|´αF˘f p0q ` 0 X

Order parameter: m „
Bfs
Bh

ˇ

ˇ

h“0
„ |t|2´α´∆F˘f

1
p0q

!
„ |t|β

ñ 2´ α´∆ “ β

Susceptibility: χ „ Bm
Bh

ˇ

ˇ

h“0
„ |t|2´α´2∆F˘f

2
p0q

!
„ |t|´γ

ñ 2´ α´ 2∆ “ ´γ

Taking everything together, we obtain again ∆ “ β ` γ
and an additional scaling relation α` 2β ` γ “ 2

NB: The relationm „ |t|2´α´∆F˘f
1
ph{|t|∆q also reproduces the scaling hypoth-

esis 5.2.1 for the order parameter!

5.2.3 Scaling hypothesis for the correlation function

In the same spirit, one also constructs a scaling form for the two-point corre-
lation function Gp~rq “ xmp~r0qmp~r0 ` ~rqy ´ xmy

2.

Gp~r, t, hq “
1

rd´2`η
F˘G pr|t|

ν , h{|t|∆q

This yields scaling relations for η and ν

Example: χ|h“0 „
ş

ddr Gp~r, t, hq „
ş

dr r1´ηF˘G pr|t|
ν , 0q

„ |t|´p2´ηqν
ş

dy y1´ηF˘G pyq
!
9 |t|´γ

ñ γ “ νp2´ ηq
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5.3 Scaling hypothesis and dimensional analysis

Question: How can we physically motivate the scaling hypothesis?

Rough answer (not quite correct, see Section 5.4 ):
At T Ñ Tc, the correlations length ξ diverges with ξ „ |t|´ν . This diver-
gence drives all other singularities: Close to Tc, the correlation length is
the only relevant length scale.

; ”Dimensional analysis”

‹ Dimensions:

– Singular part of the free energy density: rfss “ rlengths´d “ rξs´d

– Order parameter density: rms “ rξsdm
(dm is an independent exponent!)

– Conjugate field h: rhs ¨ rms “ rfss ñ rhs “ rξs´d´dm

‹ Scaling functions: Composed of ”dimensionless” quantities!

– Free energy density: fspt, hq „ ξ´d F˘f ph ξ
d`dmq

Specifically h “ 0: fs „ ξ´d
!
„ |t|2´α

With ξ „ |t|´ν , one obtains the Josephson relation: 2´ α “ dν

– Order parameter density: mpt, hq „ ξdm F˘mph ξ
d`dmq

Specifically h “ 0: m „ ξdm „ |t|β ñ dm “ ´β{ν

Generally: m !
„ |t|β F˘mph{|t|

∆q

ñ ∆ “ νpd` dmq “ νd´ β “ 2´ α´ β
Also, following 5.2 a): ∆ “ γ ` β “ β δ ñ α` 2β ` γ “ 2

– Correlation functions in Fourier space:
Gp~kq “

ş

ddr Gp~rq ei
~k¨~r with Gp~r ´ ~r1q “ xmp~rqmp~r1qy ´ xmy2

Dimension: rGp~rqs : rms2 “ rξs2dm “ rξs´2β{ν

rGp~kqs : rms2rlengthsd “ rξs2dm`d “ rξsd´2β{ν

rks : rlengths´1 “ rξs´1

; Scaling Ansatz: Gp~kq „ ξd´2β{ν F˘G pkξq

Specifically ξ
|t|Ñ0
Ñ 8: Result should not depend on ξ!

ñ FGpxq
xÑ8
„ x2β{ν´d ñ Gp~kq

ξÑ8
Ñ k2β{ν´d !

9 k´2`η

ñ 2´ η “ d´ 2β{ν “ 1
ν pdν ´ 2βq “ 1

ν p2´ α´ 2βq “ γ{ν

ñ γ “ νp2´ ηq

Conclusion: General recipe to construct scaling forms

– Find dimensions of the (dependent and independent) variables

– Construct scaling form from ”dimensionless” quantities

In practice very successful. However, unfortunately, does not always work.
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Problems that are already apparent at this point:

‚ Relations that contain the spatial dimension d (e.g., the Josephson
relation) are obviously no longer valid at d ą dc (in the mean-field
regime). So what is going on here ?

‚ It is not clear a priori, why the dimension dm should be independent
of the other dimensions. (Not at all obvious, see next section!)

5.4 Influence of additional length scales

Preliminary consideration:
Rescale singular part of the Ginzburg-Landau free energy

βFsing “
ş

ddr
´

1
2gp∇mq

2 ` 1
2bm

2 ` 1
4cm

4
¯

“:
ş

ddr fs

Rescale: Φ “
?
g m and set r0 “ b{g 9 pT ´ Tcq, u0 “ c{g2

ñ βFsing “

ż

ddr
´1

2
p∇Φq2 `

1

2
r0 Φ2 `

1

4
u0 Φ4

¯

; ”Φ4 theory”: Typical starting point for field theories of Ising type
phase transitions More generally – one of the favorite toy models in
statistical field theory and quantum field theory

Dimensional analysis: βFsing dimensionless

Ñ rfss “ rlengths´d, rΦs “ rlengths1´d{2

rr0s “ rlengths´2, ru0s “ rlengthsd´4

Remark: If the correlation length ξ is the only length that matters, then one
would always have

r0 „ ξ´2 ñ ξ „ pT ´ Tcq
´1{2 ñ ν “ 1{2

fs „ ξ´d ñ p2´ αq “ dν

However, in fact, neither ν “ 1{2 nor p2 ´ αq “ dν are always valid, and
both together are only valid at d “ dc “ 4!

Question: Where does the argument go wrong?

Answer: The correlation length is not the only length scale that matters!

In addition, other length scales come in: Microscopic length scales and a
mean-field length scale. Depending on the spatial dimension, one of the
two modifies the critical exponents.

5.4.1 Microscopic length scales and anomalous dimensions

‹ Correlation length

As shown before: If the correlation length is the only relevant length
scales, one would have ξ „ 1{

a

|r0| „ |T ´ Tc|
´1{2 ñ ν “ 1{2
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Now assume, a second length scale l0 ! ξ exists (but ξ Ñ 8 still drives
the singularity).
Ñ New scaling Ansatz for ξ: ξ „ 1?

|r0|
f˘ξ p |r0| l

2
0

loomoon

dimensionless

q

Assume power law behavior: limxÑ0 f
˘
ξ pxq „ xθ

Ñ For r0 Ñ 0, one has: ξ „ |r0|
´1{2`θ „ |T ´ Tc|

´1{2`θ

ñ ν “ 1{2´ θ

ñ Introduction of an ”anomalous dimension” θ solves our problem:
Exponent ν may differ from 1{2.

Important: In order to introduce θ, we needed to assume the existence
of a microscopic length l0. This is an unusual thought in the theory
of critical phenomena. However, the exponent θ turns out to be
independent of the actual value of l0!

‹ Correlation function

A second independent anomalous dimension is hidden in the behavior of
the correlation function Gp~rq

Dimension: rGp~rqs “ rΦs2 “ rlengths2´d,
rGp~kqs “ rGp~rqs ¨ rlengthsd “ rlengths2

(since Gp~kq “
ş

ddr Gp~rqei
~k¨~r)

Consider specifically T “ Tc ñ ξ Ñ8 is not a relevant length scale.
In the absence of another length scale, we must have Gp~kq „ k´2!

Make again a scaling Ansatz assuming that a microscopic length scale l0
comes into play: Gp~kq “ k´2F

p0q
G pkl0q

Consider limit k Ñ 0 and assume power law: limxÑ0 F
p0q
G pxq „ xη

Then we have Gp~kq „ k´2`η

; G acquires an additional anomalous dimension η.
Φ acquires an additional anomalous dimension η{2.

5.4.2 ”Mean-field” length scale

Now address next problem:
Why isn’t the Josephson relation p2´ αq “ νd always valid?
(And why does it cross over into the mean-field relation p2´ αq “ νdc?)

To this end: Inspect dimensions of the parameters r0, u0.
rr0s „ length´2 Ñ length scale ξ
ru0s „ lengthd´4 Ñ new length scale

Corresponding scaling Ansatz for fsing
fs “ ξ´d f̂pu0 ξ

4´d
loomoon

dimensionless

q
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For d ă 4: Argument of f̂pxq : xÑ8 for T Ñ Tc or ξ Ñ8

For d ą 4: Argument of f̂pxq : xÑ 0 for T Ñ Tc or ξ Ñ8

; Suggests solution for our problem:

If
"

limxÑ8 f̂pxq „ const
limxÑ0 f̂pxq „ 1

x

*

ñ

"

fs „ ξ´d for d ă 4
fs „ 1

u0
ξ´4 for d ą 4

ñ This reproduces crossover from p2´αq “ νd to p2´αq “ 4ν at d “ dc “ 4.

5.4.3 Conclusion from Secs. 5.3 and 5.4

On principle, the dimensional analysis is a good method for constructing scaling
hypotheses: It helps to derive relations between ”dimensionless” and hence
scale invariant quantities. However, this approach is not rigorous, since
additional length scales apart from the correlation length exist and may
influence the critical exponents. A more rigorous approach is provided by
the renormalization group, see next chapter 6.

However, scaling arguments can help to derive theoretical predictions without
much effort for a variety of problems. Some examples are given below.

5.5 Other applications of scaling arguments

5.5.1 Finite size scaling

Problem: In simulations (and more and more in experiments), system sizes are
not macroscopic, but finite

Example: Simulations with periodic boundary conditions
; No boundary effects, nevertheless no thermodynamic limit
; Order parameter distribution P pm,Lq

Scaling Ansatz:
Dimensions: rms “ rξsdm , rLs “ rξs, rP s “ rξs´dm (since

ş

dmP pmq “ 1)

ñ P pm; t, Lq “ ξ´dmP̃ pm ξ´dm ;L{ξq “ L´dm ˜̃P pmL´dm ;L{ξq
(with ˜̃P py, xq “ xdm P̃ py xdm , xq)

Rewrite using ξ “ ξ̂t´ν and dm “ ´β{ν: P pm; t, Lq “ Lβ{νP̂ pmLβ{ν ; tL1{νq

Use this to calculate finite size effects on various quantities

Example: Moments of the order parameter
x|m|yL “

ş

dmP pm; t, Lq |m| “ L´β{ν fx|m|yptL
1{νq

xmnyL “
ş

dmP pm; t, Lqmn “ L´nβ{ν fxmnyptL
1{νq

(with fx|m|ypxq “
ş

dyP̂ py;xq|y|, fxmnypxq “
ş

dyP̂ py;xq yn)

Application: Determining Tc and exponents β, ν from simulations of fi-
nite systems. Need simulation data for a set of different sizes L
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(a) Binder cumulant method to find Tc
Consider specifically t “ 0, i.e. T “ Tc: ñ xm2ny „ L´2nβ{ν f̂xm2nyp0q

ñ UL “
xm2y2

xm4y
is independent of system size L!

; Plot UL vs. T for different L. All curves intersect at T “ Tc !
(Note: xm2y{x|m|y2 would also work, but is less popular.)

(b) Scaling plot method to find β, ν (after finding Tc via (a))
– Guess β, ν and plot |m| Lβ{ν versus |t|L1{ν for various L
– Vary β and ν until the curves collapse onto one scaling curve

(or use a fitting algorithm that does this for you).

5.5.2 Scaling hypothesis in polymer physics

System: Linear macromolecules in ”good” solvent

Number of repeat units (monomers): N

Extension: ”Gyration radius”: Rg “ aNν ,
with ν: Flory exponent (ν “ 0.588... « 3{5)

Remark: The calculation of ν is an interesting problem of statistical
physics in itself which involves advanced methods of statistical field
theory. Polymers in good solvent (so-called self-avoiding walks) can
be described by a ~φ4 theory in the limit where the order parameter
~φ has zero dimensions (de Gennes, 1972)).

Assumption (de Gennes): Rg is the only relevant length scale in such systems.
This allows to deduce many relations, which mostly turn out to be correct!

Example: Polymer in a tube of diameter D

Question: What is the lateral extension R‖?
D

R||Scaling Ansatz: R‖pD,Rgq “ RgfR‖pRg{Dq

with conditions: R‖pD Ñ8, Rgq „ Rg Ñ fpxq Ñ
xÑ0

1

R‖pD Ñ 0, Rgq 9N Ñ fpxq Ñ
xÑ8

xµ

Insert: Rg R
µ
g “ Nνpµ`1q !

„ N ñ µ “ 1
ν ´ 1

; In case D ! Rg, one obtains R‖ „ Rg pRg{Dq
µ “ R

1{ν
g D1´1{ν

and hence R‖ „ aNpa{Dq1{ν´1

(typical ’back of the envelope’ scaling calculation!)

(more examples: Exercises)



Chapter 6

Renormalization

Previous chapter: Focus on behavior of system close to critical points
; Power laws, critical exponents, relations between critical exponents

Could be described in terms of a scaling hypothesis.
However, the physical basis for the scaling hypothesis was not clear

This section: Theoretical framework that explains origin of scaling laws

; Provides a way to calculate critical exponents
But also: A way of thinking about scale-invariant systems which has ap-
plications far beyond the theory of phase transitions !

6.1 Kadanoff’s argument for the scaling hypothesis1

Configurations in the 2D Ising model1

upon approaching Tc from above:
Larger and larger clusters ap-
pear, but small clusters are still
present.

; Self-similar structure
; Motivates a description in terms of

successive coarse-graining steps
(Kadanoff, 1966).

; Justifies scaling hypothesis and es-
tablishes a connection to the di-
verging correlation length.

T=Tc

T=1.05Tc

T=2Tc

Starting point: Ising model βH “ ´ βJ
loomoon

K

ř

xijy

SiSj ´ βH
loomoon

h

ř

i Si

1Figures in this section are taken from: Kenneth G. Wilson, Scientific American 1979, 158,
Problems in Physics with Many Scales of Length

83
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Block spins: Combine spins in blocks with side length b.

+ −
+ + +

−

+−

−

+

+

− + +

+

+−

+

−

−b
; ”Coarse-graining”: Every block is characterized

by one block spin variable SI “ ˘1.
(e.g., Si “ sign

ř

iPI Si)
Example (K. G. Wilson, Scientific American 1979):

T = 1.22 T 
c

T = T 
c

T = 0.99 T 
c

Block spins: T 1 is higher ... the same ... lower than T
See also Douglas Ashton: https://www.youtube.com/watch?v=MxRddFrEnPc

Assumptions:

(i) ”Block spins have only pairwise interactions with direct neighbors”
Ñ one can replace partition function

ř

tSiu
e´βH by

ř

tSIu
e´βHl

such that
ř

tSiu
e´βH “

ř

tSIu
e´βHl

with βHb “ ´Kb
ř

xijy SISJ ´ hb
ř

I SI ` const.
Then we have:

‹ Correlation length: ξb “ ξ{b
‹ Functional form of singular part of free energy is the same:
Nb´dfsptb, hbq “ Nfspt, hq, i.e., fsptb, hbq “ bdfspt, hq

(ii) Close to the critical point, we postulate: tb “ t byt , hb “ h byh

Reasoning: Simplest relation that ensures tb “ hb “ 0 for t “ h “ 0
and (hb Ñ ´hb, tb Ñ tb) for hÑ ´h

Since ξb ă ξ, we must have yt, yh ą 0
( ξb smaller ; phb, tbq further away from critical point)

NB: Assumptions, no proof. In general, only approximately valid.

Consequences:

Free energy assumes the form: fspt, hq “ b´d fspt b
yt , h byhq

Now choose: b “ |t|´1{yt ñ fspt, hq “ |t|
d{yt fsp˘1, h|t|´yh{ytq

; Scaling hypothesis: fspt, hq “ |t|2´αF˘f ph{|t|
∆q

with 2´ α “ d{yt, ∆ “ yh{yt, F
˘
f pxq “ fsp˘1, xq

NB: Also implies ν “ 1{yt: For b “ |t|´1{yt , we have fspt, 0q “ b´dfsp˘1, 0q
and hence ξptq “ b ξp˘1q, thus ξptq “ |t|´1{yt ξp˘1q

https://www.youtube.com/watch?v=MxRddFrEnPc
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Conclusions: Another motivation of the scaling hypothesis.
Otherwise, not much new insight

– Idea of self similarity (assumption (i)) not new
fl Idea, that diverging correlation length drives singularities (Chap. 5)

– Exponents yt, yh still cannot be calculated.

However: Guides our thinking in a direction that will turn out very fruitful:
Block spin summation Ñ Thinning of degrees of freedom
; Will lead to a better understanding of critical phenomena

6.2 Basic idea of renormalization

Here: First schematic sketch. Systematization of Kadanoff’s idea.

Consider a system with degrees of freedom tσu and coupling constants ~K “ pK1, ¨ ¨ ¨ q

Examples
– Ising model: βH “ `K1

ř

i Si `K2
ř

xijy SiSj ` ¨ ¨ ¨
Degrees of freedom: Si; Coupling constants: K1,K2, ¨ ¨ ¨

– Ginzburg Landau model: βH “
ş

ddr
 

g ` 1
2p∇Φq2 ` 1

2r0Φ2 ` 1
4u0Φ4 ` ¨ ¨ ¨

(

Degrees of freedom: Φp~rq; Coupling constants: r0, u0, ¨ ¨ ¨

Coupling constants may be zero. However, the set of coupling constants should
be ”complete” in a sense to be defined below.

; Hamiltonian has the form: βH “ const.`
ř

Kα ψαptσuq

6.2.1 Renormalization group (RG) transformation

Two basic steps

(i) Thinning out: Replace locally bd degrees of freedom by one
e.g., tSiuiPI Ñ SI (block spin); Φp~rq Ñ Φp~Rq “

ş

~rPΩ~R
ddr Φp~rq

(ii) Rescale such that the new system with the new degrees of freedom has
locally the same structure than the old one (possibly with new coupling
constants) ; N Ñ N{bd, i.e., V Ñ V {bd

ñNew Hamiltonian: βH 1 “ const.1 `
ř

K 1
αΨαptσ

1uq with
ř

tσu

e´βH “
ř

tσ1u

e´βH 1

Set of coupling constants ”complete” Ñ no new coupling constants

; Free energy: (
ř

tσu e´βH
“ e´βNpg`fsp

~Kq !
“

ř

tσ1u e´βH 1

“ e
´βpNpg`g1q` N

bd
fsp ~K

1qq)

ñ fsp ~Kq “ fsp ~K
1q 1
bd
` g1p ~Kq

with g1p ~Kq: Regular contribution from local integration,
does not contribute to the singular behavior

Together: Defines map: ~K Ñ Rbp ~Kq
with the properties of a semi-group: Rb1 ˝Rb2 “ Rb1¨b2
(no full group because in general, R cannot be inverted)
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6.2.2 Fixed points, RG flow, and critical behavior

Idea: Critical behavior is associated with fixed points ~K˚

of the RG transformation: Rbp ~K˚q “ ~K˚

Fixed point fl Self similar system
In general reached after infinitely many iterations
(Local self similarity is not assumed! )

Fixed point

Real system

Space of
    coupling constants

Consequences for the correlation length ξ

• At the fixed point, one has either ξ˚ “ 0 or ξ˚ Ñ8

(Reason: ξ˚ Rb
Ñ ξ˚{b “ ξ˚ only possible for ξ˚ “ 0,8)

ξ˚ “ 0: Trivial fixed point
ξ˚ “ 8: Critical fixed point

• All points attracted by critical fixed point have ξ Ñ8

(Reason: ξp ~Kq “ bξpRbp ~Kqq “ ¨ ¨ ¨ “ bnξpRnb p
~Kqq

“ ¨ ¨ ¨ “ b8ξp ~K˚q “ 8, since b ą 1)

Behavior in the vicinity of a critical fixed point

Consider isolated fixed points (generalization is not difficult)

Expand about fixed point: ~K “ ~K˚ ` δ ~K, δ ~K small

RG transformation: ~K 1 “ Rbp ~K
˚ ` δ ~Kq “ Rbp ~K

˚q
looomooon

~K˚

`
ř

α
BRbp ~Kq
BKα

δKα
loooooooomoooooooon

“:Mbδ ~K

ñ ~K 1 “ ~K˚ ` δ ~K 1 with δ ~K 1 “Mb δ ~K

linearized RG transformation

Assume Mb can be diagonalized and has real positive Eigenvalues
(usually correct at critical points. Otherwise, statements below are
not correct)

Eigenvalue equation: Mb~e
pνq “ λ

pνq
b ~epνq

We have: Mn
b~e
pνq “ pλ

pνq
b q

n~epνq ñ λ
pνq
bn “ pλ

pνq
b q

n

M1 “ 1 ñ λ
pνq
1 “ λ

pνq
b0
“ 1

Together: λ
pνq
bn “ bnyν with yν “ lnλ

pνq
b { ln b

Insert: δ ~K “
ř

ν a
pνq ~epνq

ñ δ ~K 1 “Mbδ ~K “
ř

ν a
pνqλ

pνq
b ~epνq “

ř

ν a
pνq~epνqbyν

ñ Some components of δ ~K grow, others shrink
yν ą 0 : growth – ”relevant” directions
yν ă 0 : shrink – ”irrelevant” directions
yν “ 0 : ”marginal” directions

Space of coupling constants

irrelevant

relevant

FP
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6.2.3 Relation to scaling hypothesis

Express fs in Eigendirections of M in the vicinity of the fixed point:
fspδ ~Kq “

1
bd
fspb

y1 δK1, b
y2 δK2, ¨ ¨ ¨ q “ b´nd fspb

ny1δK1, b
ny2δK2, ¨ ¨ ¨ q

Assume we have two relevant scaling fields t and h (e.g., Ising type systems)
ñ fspt, h, δK3, ¨ ¨ ¨ q “ b´nd fspb

nytt, bnyhh, bny3δK3, ¨ ¨ ¨ q

Consider tÑ 0 and choose bn “ |t|´1{yt (OK since b ą 1)

ñ fspt, h, δK3, ¨ ¨ ¨ q “ td{yt fsp˘1, t´yh{yth, t´y3{ytδK3, ¨ ¨ ¨ q
« td{yt fsp˘1, t´yh{hth, 0, ¨ ¨ ¨ q

; Motivates again a scaling hypothesis, however, more systematic approach
than before. Points at a way to actually calculate critical exponents!

Remark: Here we have made the assumption that one can take the limit
fsp¨ ¨ ¨ , δK3 Ñ 0, ¨ ¨ ¨ q

tÑ0
Ñ fsp¨ ¨ ¨ , δK3 “ 0, ¨ ¨ ¨ q without introducing a

new t-dependence. This is not always the case for irrelevant variables.
If fs „ δKα

x for certain irrelevant variables, the critical exponents may
change (see Sec. 5.4). Such irrelevant variable are called dangerous.

(Example: In the Ginzburg-Landau theory, u0 is irrelevant at d ą 4,
but it still makes a difference whether u0 “ 0 or u0 ą 0, see Sec. 6.5)

6.2.4 Final Remarks

‹ Differential form of the RG equations: Consider ~K Ñ Rbnp ~Kq “: ~Kpl “ bnq

ñ RG flow equations: d ~K
dl “

1
l lim
εÑ0

1
ε pRlp1`εqp

~Kq ´Rlp ~Kqq
loooooooooooooooomoooooooooooooooon

βp ~Kq,independent of l

ñ d ~K
ds “ βp ~Kq with s “ ln l Beta function

‹ Universality:

Many different systems are attracted by the same fixed point. Every
fixed point defines a universality class. In combination with the Ginzburg-
Landau theory, this explains why the universality class (the fixed point),
in general, only depends on the spatial dimension, the symmetry of the
order parameter, and the range of the interactions.

(The assumption that most parameters in the Ginzburg-Landau expan-
sions correspond to irrelevant dimensions can be made plausible by di-
mensional considerations, similar to Sec. 5.4.2, see Sec. 6.5.)

‹ In practice ... it is often not possible to do exact RG transformations. Nu-
merical approximations and/or expansions are necessary. Nevertheless,
the RG approach is valuable because it ...
– Gives physical explanation for the existence of critical exponents,

scaling behavior, and universality
– Provides a starting point for systematic investigations
– Represents a new way of thinking about critical phenomena
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6.3 Examples of exact RG transformations

Illustration of RG procedure. Exact renormalization is possible, but ”boring”
results. More complex, nontrivial examples will follow later.

6.3.1 One dimensional Ising model

Example of a renormalization group calculation in real space

System: One dimensional Ising chain with periodic boundary conditions
βH “ ´K

ř

1N SiSi`1 ´ h
ř

i Si “ H̃pK,h; tSiuq pSN`1 “ S1q

Partition function: Z “
ř

tSiu
e´βH

RG transformation

(i) Thinning: Average over spins Si with odd index i

(ii) Rescaling: S1j “ S2j

ñ Z “
ř

tSiu
e´βH tSiu !

“
ř

tS1ju
e´βH 1tS1ju

Hence:
ř

S2

ř

S4
¨ ¨ ¨

 
ř

S1

ř

S3
¨ ¨ ¨ eK

ř

SiSi`1`h
ř

Si
(

“
ř

S2
ehS2

ř

S4
ehS4 ¨ ¨ ¨

“
ř

S1
eS1ph`KpSN`S2qq

‰“
ř

S3
eS3ph`KpS2`S4qq

‰

¨ ¨ ¨

“
ř

S2
ehS2

ř

S4
ehS4 ¨ ¨ ¨

“

2 coshph`KpSN`S2qq
‰“

2 coshph`KpS2`S4qq
‰

¨ ¨ ¨

S1j“S2j
“

ř

tS1ju
eh
1 řS1j`K

1 řS1jS
1
j`1`Ng “

ř

tS1ju
e´H̃pK

1,h1,tS1juq`NgpK,hq

where we choose K1, h1, g such that for x, y “ ˘1:
e
h
2
px`yq2 coshph`Kpx` hqq “: e2g`h1 x`y

2
`K1 xy

ñ

$

’

&

’

%

x “ ´y : 2 coshphq “ e2g´K1 piq

x “ y “ 1 : eh2 coshph` 2Kq “ e2g`h1`K1 piiq

x “ y “ ´1 : e´h2 coshp´h` 2Kq “ e2g´h1`K1 piiiq

,

/

.

/

-

; Three equations for three unknowns

ñ Z “
ř

tS1ju
e´H̃pK

1,h1,tS1juq`NgpK,hq

with g “ 1
8 ln

`

24 cosh2phq coshp2K ` hq coshp2K ´ hq
˘

K 1 “ 1
4 ln

`

coshp2K ` hq coshp2K ´ hq{ cosh2phq
˘

h1 “ h` 1
2 ln

`

coshp2K ` hq{ coshp2K ´ hq
˘

Transformation pK,hq Ñ pK 1, h1q “ RpK,hq defines RG flow

Function gpK,hq fl regular contribution due to integration
Needed in order to calculate the free energy βF “ ´ ln Z
(´βF

N
“ gpK,hq ` 1

2
gpRpK,hqq ` 1

4
gpR2pK,hqq ` ¨ ¨ ¨ “

ř8
j“0p

1
2
qjgpRjpK,hqq)

Analysis of RG flow

‹ h “ 0 ñ h1 “ 0
h ą 0 ñ h1 ą h
h ă 0 ñ h1 ă h

‹ For all h: K 1 ď K

K

h

(Check: Set x “ e´4K , y “ e´2h

0 ă x ă 1 ñ 1` xy ă 1` y, x` y ă 1` y

ñ x1 “ p1`yq2

p1`xyqpx`yq
x ą x X )
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Fixed points:

‹ K “ 0, h arbitrary (fl T Ñ8): ξ “ 0
Trivial fixed points, volume phase

‹ K “ 8, h “ 0 (fl T “ 0): ξ Ñ8 according to Sec. 3.2
Critical fixed point, but unreachable at T ‰ 0

Critical exponents and scaling behavior: Use scaling variables h and x “ e´4K

ñ Critical fixed point at px˚, h˚q “ p0, 0q
Linearization:

`

x
h

˘

“
`

x˚

h˚

˘

`
`

δx
δh

˘

ñ
`

δx1

δh1

˘

“M
`

δx
δh

˘

with M “
`

4 0
0 2

˘

“
`

2yx 0
0 2yh

˘

ñ yx “ 2, yh “ 1

ñ Free energy scaling: fspx, hq “ xd{yx Ff ph x
´yh{yxq “ x1{2 Ff ph x

´1{2q

6.3.2 The Gaussian model

Example for a renormalization in Fourier space

System: Ginzburg Landau model (Φ4 model) with u0 “ 0

βF “
ş

ddr
 

1
2p∇Φq2 ` 1

2r0Φ2 ´ hΦ
(

Makes sense only for r0 ą 0 (otherwise, Z diverges)
In that case, exactly soluble (”trivial”)
Consider this system in Fourier space, with microscopic cutoff Λ

βF “ 1
V

ř

|~k|ăΛ

 

1
2 |Φ~k|

2pr0 ` k
2q
(

´ hΦ0

(Prefactor: Discretize 1
p2πqd

ş

ddk Ñ 1
p2πqd

ř

~k
v~k with v~k “

p2πqd

V
)

Partition function: Z “
ş

DrΦse´βF “

”

ś

|~k|ăΛ

1
V

ş

dΦ~k

ı

e

1
V

ř

~k

1
2
|Φ~k|

2pr0`k2q´hΦ0

RG transformation

(i) Thinning: Integrate over degrees of freedom with short wavelengths
; Calculate partial trace for components Φ~k with Λ{l ă |~k| ă Λ

Easy here, since different ~k modes decouple in βF
ñ Z “

ś

|~k|ăΛ{l
1
V

ş

dΦ~k
 
ś

Λ{lă|~k|ăΛ
1
V

ş

dΦ~ke
1
V

ř

~k
1
2
|Φ~k|

2pr0`k
2q´hΦ0

(

“
ś

|~k|ăΛ{l
1
V

ş

dΦ~ke
1
V

ř

|~k|ăΛ{l
1
2
|Φ~k|

2pr0`k
2q´hΦ0 ś

Λ{lă|~k|ăΛ

1
V

ş

dΦ~k
 

e
1
V

1
2
|Φ~k|

2pr0`k
2q
(

loooooooooooooooooomoooooooooooooooooon

π{pr0`k2q

“
ś

|~k|ăΛ{l
1
V

ş

dΦ~ke
1
V

ř

|~k|ăΛ{l
1
2
|Φ~k|

2pr0`k
2q´hΦ0 exppV gpr0qq

with gpr0q “ 1
V

ř

Λ{lă|~k|ăΛ
ln

`

π
r0`k2

˘

« 1
p2πqd

şΛ
Λ{l ddk ln

`

π
r0`k2

˘

: regular

(ii) Rescaling such that new system looks like old system (same cutoff Λ)

~r1 “ ~r{l, ~k1 “ ~kl, V 1 “ V {ld, Φ1~k
“ lθΦ~k1 (with θ: to be determined)

ñ Z “ eV gpr0q
ś

|~k1|ăΛ
l´2θ´d

V 1

ş

dΦ1~k1
e

1
V 1
l´2θ´d ř

|~k1|ăΛ
|Φ1~k1

|2pr0`k
12{l2q´hl´θΦ10

Same structure ñ term 1
2
p∇Φq2 „ |Φ~k|

2k2 must look the same

ñ l´d´2θ´2 !
“ 1 ñ θ “ ´p1` d{2q

“ eV gpr0q
ś

|~k1|ăΛ
l2

V 1

ş

dΦ1~k1
e

1
V 1

ř

|~k1|ăΛ
|Φ1~k1

|2pr0l
2`k12q´hl1`d{2Φ10

ñ Recursion relations: r1 “ r0l
2, h1 “ h l1`d{2
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Differential form: for the flow rpsq, hpsq with s “ ln l
Consider infinitesimal RG step l « 1 (but l ą 1): l “ exppdsq « 1` ds

(r0 “ rpsq
RG
Ñ r1 “ rps` dsq “ rpsq e2ds “ rpsq ` 2rpsq ds` Opds2q

h “ hpsq
RG
Ñ h1 “ hps` dsq “ hpsq ep1`d{2qds “ hpsq ` p1` d

2
q hpsq ds` Opds2q

ñ dr{ds “ 2r and dh{ds “ p1` d{2qh

Fixed point: r˚ “ 0, h˚ “ 0

Expansion about fixed point:

r0 “ r˚ ` δr ñ δr1psq “ δr e2s “ δr l2

h “ h˚ ` δh ñ δh1psq “ δh ep1`d{2qs “ δh l1`d{2

ñ rp9 tq and h are relevant directions (only t ą 0 is possible)
with exponents yr “ yt “ 2, yh “ 1` d

2

Critical exponents and scaling forms

Correlation length: ν “ 1{yt “
1
2

Free energy: fspt, hq “ l´dfspt l
yt , h lyhq

cf.6.1
“ td{ytF`f pht

´yh{ytq

ñ α “ 2´ d{yt “ 2´ d
2 , ∆ “ yh{yt “

1
2 `

d
4

β “ 2´ α´∆ “ d
4 ´

1
2 , γ “ 2´ α´ 2β “ 1,

δ “ ∆{β “ d`2
d´2 , η “ 2´ γ{ν “ 0

6.4 Renormalization of the 2D Ising model

Example for an approximate RG treatment in real space
(Niemeijer, van Leeuwen, 1974)

System: Ising model on the triangular lattice: βH “ ´K
ř

xijy SiSj ´ h
ř

i Si

RG transformation

(i) Thinning: Combine three spins tSI1 , SI2 , SI3u
Ñ New triangular lattice
New spin: Majority rule S1I “ signpSI1 ` SI2 ` SI3q

(ii) Rescaling: Shrink lattice by factor b “
?

3

ñ Exact RG transformation would read Z “
ř

tS1Iu
e´βH 1

“
ř

tSiu
e´βH

ñ βH 1ptSIuq “ ln
”

ř

tSiu

e´βH
ś

I

δ
SI ,signp

ř

α S
I
αq

ı

Approximate evaluation of RG recursion relations

Separate H into H “ H0 ` V such that
H0: Contains no couplings between blocks

H0 “ ´K
ř

IpS
I
1S

I
2 ` S

I
1S

I
3 ` S

I
2S

I
3q ´ h

ř

Si
V : Rest (H ´H0q, treated as ”perturbation”
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Define xOy0 “
ř

tSiu
O e´βH0

ś

I δSI ,signp
ř

α S
I
αq

ř

tSiu
e´βH0

ś

I δSI ,signp
ř

α S
I
αq

Expectation value with respect to H0 for fixed blockspins S1I

Then we have exactly: e´βH 1

“ e
N
3
A`B

ř

I S
1
I xe´βV y0

with
`

A
B

˘

“ 1
2 lnpe3K`3h ` 3e´K´hq ˘ 1

2 lnpe3K´3h ` 3e´K´hq

(Calculation: Since the individual blocks decouple in H0, we have
ñ

ř

tSiu
e´βH0

ś

I δSI,signp
ř

α S
I
αq
“

ś

I Z0pK,S1Iq

with Z0pK,S1Iq “
ř

S1,S2,S3
eKpS1S2`S1S3`S2S3q`hpS1`S2`S3qδ

SI,signpS1`S2`S3q

“

"

e3K`3h ` 3e´K`h : S1I “ 1
e3K´3h ` 3e´K´h : S1I “ ´1

*

” exppA`BSIq X)

Now approximation: Cumulant expansion xe´βV y0 « e´βxV y0

Then H 1 has the same form as H with new coupling constants:

K 1 “ 2KDpK,hq2

h1 “ BpK,hq ` 12K CpK,hqDpK,hq

where
`CpK,hq
DpK,hq

˘

“ 1
2p

e3K`3h`e´K`h

e3K`3h`3e´K`h
¯ e3K´3h`e´K´h

e3K´3h`3e´K´h
q

(Calculation: Consider xV y0 in the reference system H0 for given tSIu
– V couples only to neighbor blocks: xV y0 “

ř

IJ VIJ

– Averaging: e.g, as in the figure:
βVIJ “ KxSI,1pSJ,2 ` SJ,3qy0 “ KxSI,1y0 pxSJ,2y0 ` xSJ,3y0 q

“ 2KxSI,αy0xSJ,αy0 (averages are independent of α)
Define ΦpS1Iq “ xSI,αy0 (is independent of α)

I

J
3

3

1

1 2

2

– One can write ΦpSq as ΦpSq “ C `DS
(must be possible: Two equations Φp˘1q for two unknowns C,D)

Specifically: xSI,αy0 “

ř

S1,2,3

SαeKpS1S2`S1S3`S2S3q`hpS1`S2`S3q δS1
I
, signpS1`S2`S3q

ř

S1,2,3

eKpS1S2`S1S3`S2S3q`hpS1`S2`S3qδS1
I
, signpS1`S2`S3q

“

$

&

%

e3K`3h`e´K`h

e3K`3h`3e´K`h
: S1I “ 1

´e3K´3h´e´K`h

e3K´3h`3e´K´h
: S1I “ ´1

,

.

-

“: C `DS1I

ñ βVIJ “ 2KpC `DS1IqpC `DS
1
J q “ 2KC2 ` 2KCDpS1I ` S

1
J q ` 2KD2S1IS

1
J

ñ βH 1 “ N
3
A`B

ř

I S
1
I ` β

ř

IJ VIJ

“ N
3
pA` 6KC2q

looooooooomooooooooon

Ng regular

`pB ` 12KCDq
loooooooomoooooooon

h1

ř

I S
1
I ` 2KD2

loomoon

K1

ř

xIJy S
1
IS
1
J X )

Recursion relations in special cases:

‹ h “ 0: K 1 “ 2
`

e3K`e´K

e3K`3e´K

˘2
K «

"

K{2 for K Ñ 0: shrinks
2K for K Ñ8: grows

‹ hÑ8: K 1 “ 2D2K “ 8
9K shrinks

ñ Fixed points and RG Flow diagram

Trivial fixed points:
ph,Kq “ p0, 0q, p0,8q, p˘8, 0q

Critical fixed point:
ph,Kq “ p0,K˚q with p e3K˚`e´K

˚

e3K˚`3e´K˚
q2 “ 1

2

*
K 

h

K
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Analysis of RG results

‹ Critical point: Kc “ K˚ “ ¨ ¨ ¨ “ 1
4 lnp1` 2

?
2q “ 0.33

(Compare exact value: Kc “ 0.27, Bragg-Williams: Kc “
1
6 “ 0.17)

‹ Phase diagram: Follows from flow diagram

‹ Critical exponents
Expand about critical point:

`

δK
δh

˘

“
`

K
h

˘

´
`

K˚

h˚

˘

Ñ
`

δK1

δh1

˘

ñ
`

δK1

δh1

˘

“M
`

δK
δh

˘

with M “

ˆ

BK1

BK
BK1

Bh
Bh1

BK
Bh1

Bh

˙

pK˚,h˚q

For symmetry reasons (h˚ “ 0), we have BK1

Bh

ˇ

ˇ

ˇ

h˚
“ Bh1

BK

ˇ

ˇ

ˇ

h˚
“ 0

ñ M is already diagonal!
Eigenvalues of M:

ΛK “ p
BK1

BK qpK˚,h˚q “ ¨ ¨ ¨ “ 1.62 “: byt ñ yt “ 0.882

Λh “ p
Bh1

Bh qpK˚,h˚q “ ¨ ¨ ¨ “ 3.06 “: byh ñ yh “ 2.034

Compare exact values: yt “ 1, yh “ 15{8 “ 1.875

Remarks

‹ RG treatment allows calculating phase diagrams and critical exponents.
Not exact, but can be improved systematically – e.g. by taking the
cumulant expansion up to second order!
(In that case, RG transformation generates additional interactions
Ñ have to be cut off, further approximations become necessary.
Result is nevertheless much better: Kc “ 0.26, yt “ 1.04.)

‹ Important: RG transformation must be analytic! (Singularities should
emerge when approaching the fixed point, not prior to that!)
Non-trivial requirement! Among other, it implies that the RG trans-
formation must maintain the symmetries of the system.
(For example, an RG transformation that maps a Heisenberg model
on an Ising model is not allowed!)

6.5 Renormalization of the Φ4-model

Recall (Φ4 theory and related)

Section 5.4 – Φ4 theory: βF “
ş

ddr t1
2p∇Φq2 ` 1

2r0Φ2 ` 1
4u0Φ4u

Rescale: ϕ “ Φ
?
r0

1´d{2, ~y “ ~r
?
r0

ñ βF “
ş

ddy t1
2p∇ϕq

2 ` 1
2ϕ

2 ` 1
4 ū0ϕ

4u with ū0 “ u0
?
r0
d´4

At the phase transition, r0 vanishes: r0 Ñ 0
ñ ϕ4-term diverges for d ă 4, vanishes for d ą 4

(NB: Dimensional analysis: In the latter case (d ą 4), higher order
terms vanish as well. For example, prefactor of ϕ6 scales as rd´3

0 .

Section 6.3.2 – Exact renormalization of Gaussian model with u0 “ 0
βF “

ş

ddr t1
2p∇Φq2 ` 1

2r0Φ2u
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Treatment of Φ4 term in Φ4- theory

a) d ą 4: u0 irrelevant, effectively Gaussian model (”Gaussian fixed
point”).

b) d ă 4: u0 becomes relevant at the Gaussian fixed point.
; Gaussian fixed point unstable,

new fixed point (”Wilson-Fisher fixed point”).
Perturbation expansion about u0 and ε “ d´ 4.
Problems:

‚ Expansion diverges ! (already clear from the fact that expansion
must diverge for u0 ă 0! ñ Convergence radius u0 “ 0)
But: First terms of the expansion still improve the results. Be-
yond that, Borel resummation is possible.

‚ Individual terms of perturbation expansion diverge in the limit
Λ Ñ 0 (Λ: microscopic cutoff): ”Ultraviolet divergences”!
; suggests sensitive dependence on Λ

Ways out
– Fourier space renormalization (shown here)

; Degrees of freedom in rΛ,Λ{ls are gradually integrated
out Ñ RG equations. Fixed point is independent of Λ

– Direct elimination of ultraviolet divergences by field theoretic
renormalization (not covered here, detailed treatment, e.g.,
in Binney, Dorwick, Fisher, Newman: The theory of critical
phenomena.

6.5.1 Φ4-theory in d ą 4 dimensions

Question:

u0 irrelevant Ñ RG group should correspond to that of Gaussian model
(Sec. 6.3.2).

Critical exponents of the Gaussian model:
α “ 2´ d

2 , β “
d
4 ´

1
2 , γ “ 1, δ “ d`2

d´2

But: In fact, critical exponents are quite different!
Mean-field exponents, independent of dimension (cf. Sec. 4.3.5)
α “ 0, β “ 1

2 , γ “ 1, δ “ 3

; How does this fit together?

Answer: u0 is a dangerous irrelevant variable (cf. Sec. 6.2.3).

Scaling form of the free energy in mean-field approximation (according to
dimensional analysis, Sec. 5.3): fspt, h, u0q “ l´dfsptl

yt , hlyh , u0l
yuq

with yt “ 2, yh “ 1` d
2 , yu “ 4´ d.
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Specifically: Mean-field solution fs “ 1
2r0Φ2 ` 1

4u0Φ4 ´ hΦ

with Φ “

$

’

’

&

’

’

%

a

r0{u0 ` h{2|r0| : r0 ă 0

ph{u0q
1{3 : r0 „ 0

h{r0 : r0 ą 0

,

/

/

.

/

/

-

ñ fs “

$

’

’

’

&

’

’

’

%

´1
4 r

2
0{u0 ´ h

a

r0{u0 ´ h
2{2r0 : r0 ă 0

´3
4u
´1{3
0 h4{3 : r0 „ 0

´h2{2r0 : r0 ą 0

,

/

/

/

.

/

/

/

-

ñ for u0 ą 0, we can generally write fspt, h, u0q “
1
u0
f̂spt, h

?
u0q

with f̂spt, xq “

$

’

’

&

’

’

%

´ 1
4
r2
0 ´ x

?
r0 ´ x2{2r0 : t ă 0

´ 3
4
x4{3 : t „ 0

´x2{2r0 : t ą 0

,

/

/

.

/

/

-

where r0 9 t

ñ fspt, h, u0q “ l´dfsptl
yt , hlyh , u0l

yuq

l“|t|´1{yt

“ |t|d{ytfsp˘1, h|t|´yh{ht , u0|t|
´yu{ytq

“ |t|
d`yu
yt

1
u0
f̂sp˘1, h

?
u0|t|

´
2yh`yu
yt q

Use yt “ 2, yh “ 1` d
2
, yu “ 4´ d

“ |t|2 1
u0
f̂sp˘1, h

?
u0|t|

´3{2q “ |t|2 F˘f ph|t|
´3{2q

(Replaces F˘f ph|t|
´yh{ht q “ F˘f ph|t|

´pd`2q{4q)

ñ Specific heat: cH „
B2fs
Bt

ˇ

ˇ

ˇ

h“0
„ |t|0 ñ α “ 0

Order parameter: m „ ´
Bfs
Bh „ |t|

1{2F˘f ph|t|
´3{2q ñ β “ 1{2

t “ 0 : m „ h1{3 ñ δ “ 3

(Last line: tÑ 0, h ‰ 0 ñ m independent of t ñ F˘f pxq
|x|Ñ8
„ x1{3

Conclusion:
Since u0 is irrelevant, the RG-calculation still gives the Gaussian fixed
point (Sec. 6.3.2). However, u0 is dangerous and changes the critical
exponents. To obtain the correct critical exponents, one needs additional
information (i.e., mean-field solution and Ginzburg criterion!)

6.5.2 Φ4-theory in d ă 4 dimensions: ε-expansion

At the Gaussian fixed point, u0 becomes relevant, new RG treatment necessary
(Gaussian fixed point becomes unstable.
Ñ new fixed point: Wilson-Fisher fixed point.)

System: Ginzburg-Landau theory (Φ4 theory) with u0 ą 0

βF “
ş

ddr t1
2p∇Φq2 ` 1

2r0Φ2 ` 1
4u0Φ4 ` ¨ ¨ ¨ ´ hΦu

In Fourier representation ( 1
p2πqd

ş

ddk “ 1
V

ř

~k
)

βF “ 1
V

ř

|~k|ăΛ

 

1
2 |Φ~k|

2pr0 ` k
2q
(

´ hΦ0 (Gaussian model)
` 1

4u0
1
V 4

ř

~k1,~k2,~k3,~k4

Φ~k1
Φ~k2

Φ~k3
Φ~k4

V δř4
1
~ki,0

(Φ4 term)

` 1
6w0

1
V 6

ř

~k1,¨¨¨ ,~k6

Φ~k1
¨ ¨ ¨Φ~k6

V δř6
1
~ki,0

` ¨ ¨ ¨ (Φ6 term and higher)
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Higher order terms (Φ6 etc.) must be included for now, because they
might be generated by RG transformation.

RG transformation (same as 6.3.2)

(i) Thinning: Integrate out Φ~k for Λ{l ă |~k| ă Λ

(ii) Rescale: ~k Ñ ~kl, Φ~k Ñ lθΦ~k, such that βF retains its form
; term 1

2p∇Φq2 remains unchanged.

First (i): Thinning: Integrate out short wavelength modes Φ~k

Separate F “ F0 `F1 ` V with
βF0 “

1
V

ř

|~k|ăΛ{l
1
2 |Φ~k|

2pr0 ` k
2q ´ hΦ0

βF1 “
1
V

ř

Λ{lď|~k|ăΛ
1
2 |Φ~k|

2pr0 ` k
2q

βV “ 1
4u0

1
V 4

ř

~k1¨¨¨~k4
Φ~k1

¨ ¨ ¨Φ~k4
V δř4

1
~ki,0
` higher order terms

ñ Z “
ś

|~k|ăΛ{l

1
V

ş

dΦ~ke
´βF̃`V gpr0q with e´βF̃ “

@

e´βV
D

1
e´βF0

where V gpr0q “ ln
“

ś

Λ{lă|~k|ăΛ

1
V

ş

dΦ~ke
´βF1

‰

“
ř

Λ{lă|~k|ăΛ

ln
`

π
r0`k2

˘

(see Sec. 6.3.2)

and
@

O
D

1
“

ś

Λ{lă|~k|ăΛ

ş

dΦ~ke´βF1O
ś

Λ{lă|~k|ăΛ

ş

dΦ~ke´βF1
,

Cumulant expansion:
@

e´V
D

1
« exp

´

´ βxV y1 `
β2

2 pxV
2y1 ´ xV y

2
1
q ` ¨ ¨ ¨

¯

ñ Expand βF̃ in powers of u0.
Here: Only very rudimentary sketch of the calculation
For a more systematic treatment involving Feynman diagrams
etc. and better assessment of the approximations below see N.
Goldenfeld Lectures on Phase Transitions and the Renormaliza-
tion Group

‹ First order: Calculate contribution of Φ4-term to xV y1
Separate the contributions to u0

4
1
V 4

ř

~k1¨¨¨~k4
Φ~k1

¨ ¨ ¨Φ~k4
V δř4

1
~ki,0

– |~ki| ą Λ
l
@ i (i “ 1, ...4): Can be integrated out completelyÑ regular term

– |~ki| ă Λ
l
@ i (i “ 1, ...4): No integration (term remains).

– One or three |~ki| ą Λ
l
: Ñ Terms vanish for symmetry reasons (xΦ~ky1 “ 0)

– Two |~ki| ą Λ
l
, e.g., |~k1,2| ă

Λ
l
, |~k3,4| ą

Λ
l
.

ñ Contributes only if ~q :“ ~k3 “ ´~k4 (implying ~k1 “ ´~k2 “: ~k)
(~k3 ‰ ˘~k4 ñ xΦ~k3

Φ~k4
y1 “ xΦ~k3

y1xΦ~k4
y1 “ 0,

~k3 “ ~k4 not possible, incompatible with
ř~ki “ 0 & |~k1,2| ă Λ{l)

Every single such term contributes u0
4

´

1
V 2

ř

qąΛ{l Γpqq
¯

1
V

ř

kăΛ{l Φ~kΦ
´~k

with Γpqq “ x|Φ~q |
2y1 “ ¨ ¨ ¨ “

V
r0`q2

(Gaussian integral)

In total:
`4
2

˘

“ 6 such terms (
`4
2

˘

ways to distribute (˘~k,˘~q) on ~k1¨¨¨4)

Summary: Φ4 term in xV y1 gives additional contribution to r0

r0 Ñ r̃ “ r0 ` 3u0
1
V 2

ř

ΛąqąΛ{l Γpqq with Γpqq “ V pr0 ` q
2q

(not yet rescaled)
Coefficient u0 remains unchanged in first order of V
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‹ Second order: Consider again Φ4-term
– Contribution of order Opu2

0q to r̃ Ñ neglected
(keep only leading contributions of expansion in u0)

– Contribution to u0: Leading correction, must be accounted for
... lengthy calculation ...

Ñ 1
V 4

ř

Φ~k1
¨ ¨ ¨Φ~k4

V δř4
1
~ki,0

1
4
ũ

“ 1
V 4

ř

Φ~k1
¨ ¨ ¨Φ~k4

V δř4
1
~ki,0

1
4
u0

`

1´9u0
1
V 4

ř

q,q1ąΛ{l

ΓpqqΓpq1qV δ~k3`
~k4´~q´~q1

q

Ñ Approximation: ũ « u0

`

1´ 9u0
1
V 3

ř

ΛąqąΛ{l Γpqq
2
˘

‹ Higher order terms in Φ (Φ6 etc.) give higher order contributions
to r̃ and ũ (e.g., Φ6 Ñ Opu3q). Shall be neglected here.

Now (ii): Rescaling – analogous to Sec. 6.3.2:
~k Ñ ~kl, Φ~k Ñ Φ1~k

“ l´p1`d{2qΦ~kl, V Ñ V 1 “ V {ld

ñ r1 “ r̃ l2, u1 “ ũ l4´d, h1 “ h l1`d{2

(; 1
V 1
r1Φ12 „ l0, 1

V 13
u1Φ14 „ l0, h1Φ1 „ l0)

Together: Recursion relations (recalling Γpqq “ V {pr0 ` q2q)

r1 “ l2pr0 ` 3u0I1pr0qq, u
1 “ u0 l

4´dp1´ 9u0I2pr0qq, h
1 “ hl1`d{2

with I1pr0q “
1
V

ř

Λ{lďqăΛ

Γpqq « 1
p2πqd

ş

Λ{lďqăΛ

ddq 1
r0`q2

I2pr0q “
1
V

ř

Λ{lďqăΛ

Γpqq2 « 1
p2πqd

ş

Λ{lďqăΛ

ddq 1
pr0`q2q2

Differential form of the RG flow equations

for the flow rpsq, upsq, hpsq with s “ ln l
Consider infinitesimal RG step l « 1 (but l ą 1): l “ exppdsq « 1` ds

ñ I1pr0q «
Λds

r0`Λ´2 Λd´1Cd “ ds Λd´2Cd
1`r0Λ´2

I2pr0q «
Λds

pr0`Λ´2q2
Λd´1Cd “ ds Λd´4Cd

p1`r0Λ´2q2

where Cd “ Ωd
1

p2πqd
“ 21´d

πd{2p d
2
´1q!

(Ωd: Surface of unit sphere)

Specifically: C4 “ 1{8π2

(r0 “ rpsq
RG
Ñ r1 “ rps` dsq “ e2dsprpsq ` 3upsqI1q “ r ` ds p2r ` 3uI1q ` Opds2q

u0 “ upsq
RG
Ñ u1 “ ups` dsq “ ep4´dqdsupsq p1´ 9upsqI2q “ u` ds u pp4´ dq ´ 9u I2q ` Opds2q

h “ hpsq
RG
Ñ h1 “ hps` dsq “ hpsq ep1`d{2qds “ h` p1` d

2
q h ds` Opds2q)

ñ

dr
ds “

´

2r ` 3u Cd
p1`rΛ´2q

Λd´2
¯

du
ds “ u

´

p4´ dq ´ 9u Cd
p1`rΛ´2q2

Λd´4
¯

dh
ds “ h

´

1` d
2

¯
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Fixed points

Gaussian fixed point: r˚ “ u˚ “ h˚ “ 0

Wilson-Fisher fixed point:

u˚ “ p4´ dq p1`r
˚Λ´2q2

9Cd
Λ4´d, r˚ “ ´3

2
Cd

p1`r˚Λ´2q
Λd´2u˚, h˚ “ 0.

NB: Approaches r˚ “ u˚ “ 0 for 4´ dÑ 0

; Motivates expansion in ε “ 4´ d

u˚ “ ε
1

9C4
“

8π2

9
ε, r˚ “ ´εΛ2 1

6
, h˚ “ 0

Linearized RG equations and scaling exponents

Consider recursion relations
dr
ds “ frpr, u, hq,

du
ds “ fupr, u, hq,

dh
ds “ fhpr, u, hq

Expansion about fixed point: r “ r˚ ` δr, u “ u˚ ` δu, h “ h˚ ` δh

ñ
d

ds

¨

˚

˚

˚

˝

δr
δu
δh

˛

‹

‹

‹

‚

“ L

¨

˚

˚

˚

˝

δr
δu
δh

˛

‹

‹

‹

‚

with L “ Bpfr,fu,fhq
Bpr,u,hq “

¨

˚

˚

˚

˝

2´ ε
3

‹ 0
0 ´ε 0
0 0 3´ ε

2

˛

‹

‹

‹

‚

`Opε2q

where ‹ “ Λ2C4p3`
ε
2
q

(Calculations:
Lrr “

dfr
dr

“ 2´3u˚Λd´2Cd
1

p1`r˚Λ´2q2
Λ´2 “ 2´3u˚C4`Opε2q “ 2´ 1

3
ε`Opε2q

Lru “
dfr
du

“ 3Λd´2Cd
1

p1`r˚Λ´2q
“ 3Λ2C4p1` ε{6q ` Opε2q

Lur “
dfu
dr

“ 18u˚2Λd´4Cd
1

p1`r˚Λ´2q3
Λ´2 “ Opε2q

Luu “
dfu
du

“ pp4´ dq ´ 18u˚Cd
1

p1`r˚Λ´2q2
Λd´4 “ ε´ 18u˚C4 ` Opε2q

“ ´ε` Opε2q
Lrh “ Lhr “ Luh “ Lhu “ 0

Lhh “
dfh
dh

“ 1` d
2
“ 3´ 1

2
ε )

ñ Solution:

¨

˚

˚

˚

˝

δr
δu
δh

˛

‹

‹

‹

‚

“ exppLsq

¨

˚

˚

˚

˝

δr
δu
δh

˛

‹

‹

‹

‚

“ lL
¨

˚

˚

˚

˝

δr
δu
δh

˛

‹

‹

‹

‚

ñ Scaling exponents and scaling fields are the Eigenvalues and Eigen-
vectors of L

ñ yr “ 2´ ε{3, yu “ ´ε, yh “ 3´ ε{2

with scaling fields ~er 9
¨

˚

˚

˝

1
0
0

˛

‹

‹

‚

, ~eu 9
¨

˚

˚

˝

´ ‹ {2
1
0

˛

‹

‹

‚

, ~eh 9
¨

˚

˚

˝

0
0
1

˛

‹

‹

‚

.

; yr, yh ą 0 are relevant scaling fields,
yu ă 0 is irrelevant!
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Discussion

‹ Flow diagrams

ε ą 0 (d ă 4) r

u

Gaussian fixed point (unstable)

Wilson-Fisher
   fixed point

At ε “ 0 (d “ 4), Wilson-Fisher fixed point
joins Gaussian fixed point.

ε ă 0 (d ą 4) r

u

Gaussian fixed point

Wilson-Fisher
   fixed point

unphysical
  parameter
     region
        (u < 0)

 

Wilson-Fisher fixed point becomes unstable and
moves into unphysical parameter region at u ă 0.

‹ Critical exponents at the Wilson-Fisher fixed point, d ă 4

Calculation as before from
yt “ yr “ 2´ ε{3 (since t „ r), yh “ 3´ ε{2
yu ă 0 ñ Scaling field u is irrelevant fixed point

(and also not dangerous)

Results (numbers for 3 dimensions Ñ ε “ 1)
ν “ 1{yt “ 1{2` ε{12` Opε2q « 0.58
α “ 2´ d{yt “ ε{6` Opε2q « 0.16
∆“ yy{yt “ 3{2` Opε2q « 1{5
β “ 2´ α´∆ “ 1{2´ ε{6` Opε2q « 0.33
γ “ ∆´ β “ 1` ε{6` Opε2q « 1.16
δ “ ∆{β “ 3` ε` Opε2q « 4
η “ 2´ γ{ν “ Opε2q « 0

; Much better than Mean-field!
(Correct values in 3D: α “ 0.11, β “ 0.32, γ “ 1.24, δ “ 4.82

ν “ 0.63, η “ 0.04)



Part II

Nonequilibrium Statistical
Mechanics
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The theory of nonequilibrium statistical physics is much less unified than equi-
librium statistical physics. The main reason is that one has no equivalent to the
central postulates of equilibrium statistical physics - the existence of an equilib-
rium state where the entropy is maximal. Nevertheless, statistical descriptions
are sometimes possible.
Here we will briefly describe a few selected approaches

Linear response theory

Close to equilibrium, equilibrium statistiscal mechanics can be used to
describe nonequilibrium systems within first order perturbation theory.
Important results are the fluctuation-dissipation theorem and the Green-
Kubo relations (already used in section 4.5)

Boltzmann equation

Statistical approach to systems, whose dynamical evolution is dominated
by scattering processes (e.g., gases). Assumes

• Only collisions between two particles

• Every collision is a random process

• Description by one particle distribution functions fp~p, tq

In general, the validity of these assumptions is questionable. Nevertheless,
the Boltzmann equation has been very successful in many respect, and
played an important role in the history of nonequilibrium physics.

Extensions: Equations for hierarchies ofN -particle distributions, BBGKY
hierarchy, requires ”closure” relations (not covered here).

Stochastic processes

Basic idea: Separation of time scales, slow and fast degrees of freedom
Ñ Coarse- graining, similar to RG idea

• ”slow” degrees of freedom: Formulate dynamical equations for them

• ”fast” degrees of freedom: Noise

In the simplest case: Langevin equation with white noise

Extensions: Colored noise and memory
Statistical physics framework: Mori-Zwanzig theory (not covered).

Stochastic thermodynamics

TODO

Exact relations for fluctuating driven systems. Entropy production, fluc-
tuation theorems, thermodynamic uncertainty relations.
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Chapter 7

Dynamics Close to Equilibrium:
Linear Response Theory

Recapitulation: Regarding static properties, we already know that there exists
a relation between correlations and response functions (cf. Sec. 3.5.3.4).

Consider generally a Hamiltonian with a small, time independent pertur-
bation that couples to a dynamic variable A: H “ H0 ´ hAA

; Response of quantity B to this perturbation:
BxBy

BhA
“ β CBA with CBA “ xBAy ´ xBy xAy

(Proof: Z “ Trpe´βH0`βhAAq; xBy “ 1
Z TrpBe´βH0`βhAAq

ñ
BxBy
BhA

“ ´ 1
Z 2

BZ
BhA

TrpBe´βH0`βhAAq ` 1
Z

B

BhA
TrpBe´βH0`βhAAq

“ ´ 1
Z 2 β TrpBe´βH0`βhAAqTrpAe´βH0`βhAAq` 1

Z β TrpBAe´βH0`βhAAq

“ ´βxBy xAy ` βxBAy X)

This relation is also called ”static fluctuation-dissipation theorem”.

Now: Generalization for time-dependent perturbations
; Dynamic fluctuation-dissipation theorem

General relation between dynamical correlations and dynamic response
functions.

Particularly relevant in the context of

– Transport close to equilibrium
(Currents in response to external driving forces)

– Green-Kubo relations and Onsager coefficients
– Friction and entropy production close to equilibrium

(hence ”dissipation”)

7.1 The fluctuation-dissipation theorem

Shall be derived at the level of quantum theory here.
Pure classical derivation Ñ Exercise!
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7.1.1 Fluctuation-dissipation theorem for density fluctuations

First consider important special case: Fluctuation-dissipation theorem relating
density fluctuations (i.e., structure factor) with a generalized susceptibility).

Generalization in Sec. 7.1.2

Consider Hamilton operator of a homogeneous many-particle system with a
perturbation that couples to the local particle density:

H “ H0 `Hext with Hext “
ş

ddr np~r, tq Φp~r, tq “
ř

i Φp~Ri, tq

with Φp~r, tq: Local time-dependent one-body potential
and np~r, tq “

ř

i δp~r ´
~Riptqq: Operator for particle density

Define:

‹ Dynamic structure factor: (can be measured in scattering experiments)

Sp~q, ωq “

ż 8

´8

dt eiωt xnp~q, tq np´~q, 0qy

with np~q, tq: Fourier transform of np~r, tq (np~r, tq “ 1
V

ř

~q np~q, tqe
i~q¨~r)

‹ Generalized susceptibility: χR – Characterizes local density change
δxnp~r, tqy in response to an infinitesimal perturbation Φ Ñ 0.
Translational invariance in space and time Ñ General linear relation

δxnp~r, tqy “

ż

ddr1
ż 8

´8

dt1 χRp~r ´ ~r1, t´ t1q Φp~r1, t1q

(leading order in Φ) or, in Fourier space (convolution theorem):

δxnp~q, ωqy “ χRp~q, ωq Φp~q, ωq

with χRp~q, ωq: Generalized susceptibility
(Fourier transform: fp~r, tq “ 1

2πV

ř

~q

ş8

´8
dω fp~q, ωq ei~q¨~r e´iωt)

In this Section, we will derive the following relations:

χRp~q, tq “ ´
i

~V
Θptq xrnp~q, tq, np´~q, 0qsy

and the Fluctuation-dissipation theorem

p1´ e´β~ωq Sp~q, ωq “ ´2~V Im χRp~q, ωq

Classical limit (~Ñ 0, 1
i~ rA,Bs Ñ tA,Bu)

χRp~q, tq “ Θptq xtnp~q, tq, np´~q, 0quy

βωSp~q, ωq “ ´2V Im χRp~q, ωq

This will now be shown in several steps in the next subsections.
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7.1.1.1 Linear response and susceptibility

Task: Calculate response of density δxnp~r, tqy to perturbation Φ

Procedure: Time-dependent perturbation theory

Equations of motion in the Dirac picture
(Heisenberg picture with respect to unperturbed system H0)
States: i~Bt|ψDy “ HD

ext|ψDy, Statistical operator: i~BTρD “ rHD
ext, ρDs

with HD
ext “ e

i
~H0t Hext e´

i
~H0t

Solution at lowest order of Hext (first order perturbation theory)

ñ |ψDptqy “ |ψ
p0q
H y ´

i
~
şt
´8

dt1 HD
extpt

1q |ψ
p0q
H y

ρDptq “ ρ
p0q
H ´ i

~
şt
´8

dt1 rHD
extpt

1q, ρ
p0q
H s

(with: |ψp0qH y, ρ
p0q
H : unperturbed system, Heisenberg picture)

ñ Time evolution of the density
Density operator in the Dirac picture: np~r, tq “ e

i
~H0tnp~rqe´

i
~H0t

Expectation value:
xnp~r, tqy “ Tr

`

ρDptq np~r, tq
˘

“ Tr
`

ρ
p0q
H np~r, tq

˘

´ i
~
şt
´8

dt1 Tr
`

rHD
extpt

1q, ρ
p0q
H snp~r, tq

˘

looooooooooooooomooooooooooooooon

Tr
`

ρ
p0q
H rnp~r,tq,HD

extpt
1qs

˘

“ xnp~r, tqy0´
i
~
şt
´8

dt1
ş

ddr1Φp~r1, t1q xrnp~r, tq, np~r1, t1qsy0

ñ Time evolution of the density fluctuation
δxnp~r, tqy “ ´ i

~
şt
´8

dt1
ş

ddr1 Φp~r1, t1q xrnp~r, tq, np~r1, t1qsy0

where x¨y0: Expectation value with respect to unperturbed system!

Result: Generalized susceptibility

Equation for δxnp~r, tqy can be rewritten as

δxnp~r, tqy “

ż

ddr1
ż 8

´8

dtDRp~r, t;~r1, t1q Φp~r1, t1q

with DRp~r, t;~r1, t1q “
i

~
Θpt´ t1q xrnp~r, tq, np~r1, t1qsy0

Specifically: Homogeneous system H0: DR depends only on p~r´~r1q and pt´t1q.
; Fourier transform: χRp~q, ωq “ 1

V

ş

ddr
ş

ddr1
ş

dte´i~q¨p~r´~r
1qeiωtDRp~r, t;~r1, 0q

Then we have: δxnp~q, ωqy “ χRp~q, ωq Φp~q, ωq X

with χRp~q, ωq “ ´ i
~V

ş

dt eiωt Θptq xr
ş

ddr e´i~q¨~rnp~r, tq,
ş

ddr1 ei~q¨~r
1

np~r1, 0qsy
“ ´ i

~V
ş

dt eiωt Θptq xrnp~q, tq, np´~q, 0qsy X

7.1.1.2 Relation to structure factor

Task: Establish connection between χR and number density fluctuations

Procedure: Starting from expression for χRp~q, ωq in the previous section



106 CHAPTER 7. LINEAR RESPONSE THEORY

‹ Insert integral representation of the Heaviside Theta function

Θptq “ 1
2πi

ş8

´8
dω1 eiω

1t 1
ω1´iη

ˇ

ˇ

ˇ

ηÑ0`

(Proof: Theorem of residues)

ñ χRp~q, ωq “ ´ 1
2π~V

ş8

´8
dt

ş8

´8
dω1 eitpω`ω

1q xrnp~q,tq,np´~q,0qsy
ω1´iη

ˇ

ˇ

ˇ
Substitute ω2 “ ω ` ω1, exploit time invariance

“ ´ 1
~V

ş

dω2

2π
1

pω2´ωq´iη

ş

dt eiω
2t

`

xnp~q, tq np´~q, 0qy ´ xnp´~q, 0q np~q, tqy
loooooooooomoooooooooon

xnp´~q,´tq np~q,0qy

˘

ˇ

ˇ

ˇ
Substitute t1 “ ´t

“ ´ 1
~V

ş

dω2

2π
1

pω2´ωq´iη

` ş

dteiω
2txnp~q, tqnp´~q, 0qy´

ş

dt1e´iω
2t1xnp´~q, t1qnp~q, 0qy

˘

; Establishes general connection with structure factor
(for homogeneous steady states)

χRp~q, ωq “
1

~V

ż

dω1

2π

Sp~q, ω1q ´ Sp´~q,´ω1q

pω ´ ω1q ` iη

ˇ

ˇ

ˇ

ηÑ0`

‹ Now consider a reference (unperturbed) state at thermal equilibrium

ñ Statistical operator: ρ “ 1
ZGK

e´βpH0´µNq (grand canonical)

Consequences:
• Sp~q, ωq “ Sp´~q, ωq is real.

• Sp´~q,´ωq “ Sp~q,´ωq “ e´β~ω Sp~q, ωq (”detailed balance”)

(Proof:
Sp~q, ωq “

ş

dt eiωt Tr
`

ρ
p0q
H np~q, tq np´~q, 0q

˘

ˇ

ˇ

ˇ
Choose Eigenbasis |my of H0 and N
with H0|my “ Em|my, pH0 ´ µNq|my “ Km|my

“
ş

dt eiωt
ř

mxm|ρ
p0q
H e

i
~H0t np~q, 0q e´

i
~H0t np´~q, 0q |my

ˇ

ˇ

ˇ
Insert 1l “

ř

m1 |m
1yxm1|

“
ş

dteiωt 1
ZGK

ř

m,m1xm|e
´βpH0´µNqe

i
~H0tnp~q, 0qe´

i
~H0t|m1yxm1|np´~q, 0q|my

“ 1
ZGK

ř

m,m1 e´βKm
ş

dt eiωt e
i
~Emt e´

i
~Em1 t

loooooooooooooooomoooooooooooooooon

2π~δp~ω`Em´Em1 q

xm| np~q, 0q |m1y xm1| np´~q, 0q |my
looooooooooooooooooooooomooooooooooooooooooooooon

|xm|np~q,0q|m1y|2

“ 1
ZGK

ř

m,m1 e´βKm 2π~δp~ω ` Em ´ Em1 q |xm|np~q, 0q|m1y|2

Sp~q,´ωq “ 1
ZGK

ř

m,m1 e´βKm 2π~δp´~ω ` Em ´ Em1 q |xm|np~q, 0q|m1y|2
ˇ

ˇ

ˇ
Em1 “ Em ´ ~ω, |xm|np~q, 0q|m1y|2 “ |xm1|np~q, 0q|my|2

“ 1
ZGK

ř

m,m1 e´βKm1´β~ω 2π~δp~ω ` Em1 ´ Emq |xm1|np~q, 0q|my|2

“ e´β~ω Sp~q, ωq X)

Remark: Interpretation of the factor e´β~ω

Sp~q, ωq fl Average over transitions between statesm andm1. The
transition probability ω Ø ω1 is symmetric, but the occupation
probability of the states depends on temperature.

Result: Collect all ñ p1´ e´β~ωq Sp~q, ωq “ ´2~V Im χRp~q, ωq X

( Proof: χRp~q, ωq “ 1
~V

ş

dω1

2π
1

ω´ω1`iη

ˇ

ˇ

ˇ

ηÑ0`
Sp~q, ωq p1´ e´β~ω

1
q

ˇ

ˇ

ˇ

1
ω`iη

ˇ

ˇ

ηÑ0`
“ P p 1

ω
q ´ iπ δpωq with P : Principal value

“ 1
2π~V P

ş

dω1

ω´ω1
Sp~q, ω1q p1´ e´β~ω

1
q

loooooooooooooooooooomoooooooooooooooooooon

real

´ i
2~V Sp~q, ωq p1´ e´β~ωq

loooooooooooomoooooooooooon

real

q
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7.1.2 General fluctuation-dissipation theorem

Generalize results from Sec. 7.1.1 to general case of a small perturbation that
couples to a dynamical quantity A ; H “ H0 ` ΦAptqA. (Proofs as before).

(a) Generalized susceptibility:

The response of a quantity B at time t to ΦApt
1q is given by

δxBptqy “

ż t

´8

dt1 χRBApt, t
1q ΦApt

1q

where

χRBApt, t
1q “ ´2iχ2BAptqΘpt´ t1q with χ2BAptq “

1

2~
xrBptq, Ap0qsy

NB: – Rationale to introduce χ2BAptq: Analytic function
– Relation between χRBA and χ2BA in Fourier space:

χRBApωq “
1

π
P

ż

dω1
χ2BApω

1q

ω ´ ω1
´ iχ2BApωq

(Proof: Insert Θptq “ 1
2πi

ş

dω1 eiω
1t

ω1´iη

ˇ

ˇ

ˇ

ηÑ0`

ñ χRpωq “ ´2i
ş

dteiωtΘptqχ2ptq “ ´ 1
π

ş

dω1 eiω
1t

ω1´iη

ş

dt eiωt χ2ptq

“ ´ 1
π

ş

dω1 1
ω1´iη

χ2pω ` ω1q “ 1
π

ş

dω1 1
ω´ω1`iη

χ2pω1q

and use 1
ω`iη

ˇ

ˇ

ˇ

ηÑ0`
“ P p 1

ω
´ iπδpωq )

(b) Generalized correlation function and detailed balance

CBAptq “ xBptqAp0qy with CBApωq “ eβ~ωCABpωq at equilibrium

(Proof of detailed balance property same as in Sec. 7.1.1.2

(c) Fluctuation-dissipation theorem

p1´ e´β~ωq CBApωq “ 2~ χ2BApωq

Specifically: If B “ A` ñ CBA real ñ χ2BApωq “ ´Imχ
R
BApωq

(e.g., Sec. 7.1.1: A “ np~q, tq, B “ np´~q, tq “ A`)

(d) Classical limit – Simplest via ~Ñ 0 and rB,As Ñ i~tB,Au

ñ χ2BApωq “
βω

2
CBApωq respectively χ2BAptq “ i

β

2

d

dt
CBAptq

ñ χRBAptq “ ´2iχ2BAptqΘptq “ β Θptq
d

dt
CBAptq

and further χ2BAptq “
i

2
xtBptq, Ap0quy (from χ2ptq “ 1

~ xrBptq, Ap0qsy)

(Can also be calculated directly without quantum mechanicsÑ Exercise!)
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7.1.3 Other exact relations
Famous relations. Useful in practice, e.g., for evaluating approximations.

7.1.3.1 Kramers-Kronig relations
Relations between real and imaginary part of response functions:

ReχRpωq “ ´P
ż

dω1

π

ImχRpω1q
ω ´ ω1

ImχRpωq “ `P
ş

dω1

π
ReχRpω1q
ω´ω1

This is a consequence of causality, i.e., χRptq “ 0 for all t ă 0

( χRptq “ 1
2π

ş

dω e´iωt χRpωq “ 0 for t ă 0

; χRpωq does not have poles in the upper complex half plane
Assume further:

– No poles on the real axis (would correspond to dissipationless resonances)
– χRpωq decays ”sufficiently rapidly”

Choose integration path as in picture and consider integral 1
2πi

ű

dω1 χ
Rpω1q
ω1´ω

“ 0
– Contribution large circle: 0
– Contribution small circle: (ω1 “ ω ` εeiϕ ñ dω1 “ iεeiϕ dϕ)

1
2πi

χRpωq
ş0
π dϕ iεeiϕ

L

εeiϕ “ ´ 1
2
χRpωq

– Contribution straight part: 1
2πi

P
ş

dω1 χ
Rpω1q
ω1´ω

“ i
2π
P
ş

dω1 χ
Rpω1q
ω´ω1

Together: χRpωq “ i
π
P
ş

dω1 χ
Rpω1q
ω´ω1

; Insert χR “ RepχRq ` i ImpχRq X)
ω

7.1.3.2 Sum rules
Exact relations for moments of response functions.

Here: Specifically for structure factor and density fluctuations (Sec. 7.1.1).
Similar relations can be derived for for other response functions

‹ If the interaction potentials do not depend on the velocity, one has
@“

rnp~q,Hs, np´~qq
‰D

“
@“

rnp~qq, T s, np´~qq
‰D

“
~2q2

m xNy

(Proof: np~qq “
ř

j ei~q¨
~Rj

ñ rnp~qq,
ř

j

P2
j

2m
s “

ř

jre
´i~q¨~Rj ,

P2
j

2m
s “ ¨ ¨ ¨ “

ř

j e´i~q¨
~Rj p´ ~2

2m
q2 ` ~

m
~q ¨ ~Pjq

ñ
“

rnp~qq,
ř

j

P2
j

2m
s, np´~qq

‰

“
ř

j
~~q
m
¨ re´i~q¨

~Rj ~Pj , e
i~q¨~Rj s “ ¨ ¨ ¨ “

~2q2

m

ÿ

J

1

loomoon

N

q

‹ This results in the f-sum rule for the density response function
ż

dω

π
ω ImχRp~q, ωq “ ´

q2

mV
xNy

with m: particle mass, N : particle number, T : kinetic energy

(Proof: With the notation of 7.1.2, we have ImχRp~q, ωq “ ´χ2p~q, ωq
with χ2p~q, tq “ 1

2~V xrnp~q, tq, np´~q, 0qsy

ñ
ş

dω
π
ωχRp~q, ωq “ ´

ş

dω
π
ωχ2p~q, ωq “ ´

ş

dω
π
ω
ş

dteiωtχ2p~q, tq “
ş

dtχ2p~q, tq
ş

dω
π

1
i

d
dt

eiωt
looooooomooooooon

2i d
dt
δptq“ ´2i d

dt
χ2p~q, tq

ˇ

ˇ

t“0
“ 1

i~V
d
dt
xrnp~q, tq, np´~q, 0qsy

ˇ

ˇ

t“0

“ 1
i~V xr

d
dt
np~q, tq

ˇ

ˇ

t“0
looooooomooooooon

1
i~ rnp~q,0q,Hs

, np´~q, 0qsy
ˇ

ˇ

t“0
“ ´ 1

~2V
xrrnp~qq, Hs, np´~qqsy “ ´ q2

m
xNy
V

X q

‹ In the same way one can derive sum rules from higher order commutators.



7.2. TRANSPORT 109

7.2 Transport

Topic in this section: Stationary currents that build up in response to constant
external driving fields in the linear response regime, i.e., small fields

Starting point:

‹ Densities ρk of conserved quantities K (mass, energy, charge, ...)
ñ Continuity equations Btρk “ ´∇ ¨~jk

‹ Associated generalized potentials Φk

Physical origin (e.g., electrostatic potential) or thermodynamic origin
(e.g., chemical potential)

Remarks:

‹ One can distinguish between two types of transport

(i) Convective transport in a flowing medium.
Flow velocity ~v Ñ Current ~jconvk “ ~v ρk

(ii) Diffusive transport in the local rest system of the medium
in response to an external generalized force ~Zk

; This is the transport type of interest here.
Usually, a diffusive transport law is associated with a diffusion law.

‹ Nature of generalized forces ~Zk
– Similar to generalized potentials, can have ”physical” origin (e.g.,

electric field) or ”thermodynamic” origin (e.g., chemical potential
gradient, temperature gradient)

– Can be associated with a perturbation H 1 of the Hamiltonian
At constant temperature: H “ H0 `H

1

~Zk “ ´∇ Φk

H 1 “
ř

k

ş

ddr ρkp~rq Φkp~rq

In case of temperature gradient T p~rq Ø βp~rq “ β0 ` δβp~rq
T p~rq induces gradient in the energy density ρep~rq
Define reference system H̄0 that has same profile ρep~rq at
equilibrium: sH0 “ H0 `

ş

ddr δβp~rq
β0

ρep~rq

Φkp~rq Ñ Φ̄kp~rq “
βp~rq
β0

Φkp~rq, ~Zk “ ´∇Φ̄kp~rq

ñ ”Perturbed” system: H “ H̄0 `H
1

withH 1 “ ´
ş

ddr ρep~rq
δβp~rq
β0

loooooooooomoooooooooon

H0´H̄0

`
ř

k‰e

ş

ddr ρkp~rq
βp~rq
β0

Φk
loooooooooooooomoooooooooooooon

other perturbations

; Connection with generalized potentials:
~Zk “ ´T0 ∇pΦk{T q ( setting Φe :“ ´1 )

‹ Consider spatially constant ~Zk ñ βp~rq

β0
Φk “ ´~Zk ¨ ~r ` const.

ñ H 1 “ ´
ř

k
~Zk ¨

ş

ddr ρkp~rq ~r ` const.
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7.2.1 Green-Kubo relations

Consider locally conserved quantities a, b, where a experiences spatially con-
stant generalized force ~Za
ñ Perturbation (see above) H 1 “ ´~Za

ş

ddr ~r ρa ` const.

Question: How does the current density ~jb respond to this force?

Answer: (as will be shown below)

x~jby “ λba ~Za with λba: Onsager coefficients

Connection to current correlations: Green-Kubo relations

Quantum mechanical:

Classical:

λba “ V

ż 8

0
dτ

ż β

0
dλ x~jap´i~λq b~jbpτqy

λba “ V β

ż 8

0
dτ x~jap0q b~jbpτqy

Derivation of these relations:

‹ Consider first moments of densities: ~A “
ş

ddr~rρap~rq, ~B “
ş

ddr~rρbp~rq

Ñ Perturbation: H 1 “ ´~Za ¨ ~A, Current: V ~jb “
9~B

(Assume |~jb| Ñ 0 at border of volume V

ñ V~jb “
ş

ddr ~jb “
ş

ddr p~jb ¨∇q~r “ ´
ş

ddr ~rp∇ ¨~jbq “
ş

ddr ~rBtρb “
9~B)

; New, equivalent problem:

Response of a quantity 9~B to a field coupling to ~A
V xjbαy “ x 9Bαy “ ´

ř

γ

şt
´8

dt χR9BαAγ
pt´ t1q Zaγ “: V

ř

γ λ
αγ
ba Zaγ

ñ λαγba “ ´
1
V

ş8

0 dτ χR9BαAγ
pτq (α, γ: Cartesian coordinates)

‹ First classical case (simpler). Drop indices α, γ for simplicity.
Fluctuation-dissipation theorem:
ñ χR9BAptq “ βΘptq d

dtC 9BAptq “ βΘptq d
dtx

9BptqAp0qy “ βΘptq d
dtx

9Bp0qAp´tqy

“ ´βΘptq x 9Bp0q 9Ap´tqy “ ´βΘptq x 9Bptq 9Ap0qy
ñ λba “ ´

1
V

ş8

0 dτχR9BApτq “
β
V

ş8

0 dτx 9Bpτq 9Ap0qy “ V β
ş8

0 dτxjap0qjbpτqy

‹ Now quantum mechanical version, again without indices α, γ.
χR9BAptq “ ´

i
~Θptq xr 9Bptq, Ap0qsy

“ ´ i
~ΘptqTr

`

ρ r 9Bptq, Ap0qs
˘

“ ´ i
~ΘptqTr

`

9Bptq, rAp0q, ρs
˘

Side calculation (most general case: grand canonical, K0 “ H0 ´ µN , rA,Ns “ 0)
rAp0q, ρGK s “

1
ZGK

rA, e´βK0 s “ 1
ZGK

e´βK0 peβK0Ae´βK0 ´Aq

“ 1
ZGK

e´βK0 peβH0Ae´βH0 ´Aq “: ρGKΨpβq with Ψpβ “ 0q “ 0.
B
Bλ

Ψpλq “ eλH0H0Ae´λH0 ´ eλH0AH0e´λH0 “ eλH0 rH0, As
looomooon

~
i

9Aptq

e´λH0

“ ~
i
eλH0 9Ae´λH0 “ ~

i
9Apt “ ´i~λq

ñ rAp0q, ρs “ ρΨpβq “ ~
i
ρGK

şβ
0 dλ 9Api~λq

“ ´Tr
`

9BptqρGK
şβ
0 dλ 9Ap´i~λq

˘

“ ´
şβ
0 dλTr

`

ρGK 9Ap´i~λq 9Bptq
˘

“ ´
şβ
0 dλ x 9Ap´i~λq 9Bptqy

ñ λba “ ´
1
V

ş8

0 dτ χR9BAptq “
1
V

ş8

0 dτ
şβ
0 dλ x 9Ap´i~λq 9Bptqy

“ V
ş8

0 dτ
şβ
0 dλ xjap´i~λq jbpτqy X
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7.2.2 Onsager relations

From microscopic reversibility (invariance of dynamics under time reversal)

one can derive (i)λαγba “ λγαab ; (ii)λααaa ą 0

( Proof (drop again indices α, γ):
‚ Classical case – almost trivial

(i) λab “ V β
ş8

0 dτxjbp0qjapτqy “ V β
ş8

0 dτxjap0qjbp´τqy

reversi-
bility
“ V β

ş8

0 dτxjap0qjbpτqy X

(ii) Consider x
` şT

0 dτ japτq
˘2
y “

ťT
0 dτ dτ 1 xjapτq japτ 1qy “

ťT
0 dτ dτ 1 xjap0q japτ ´ τ 1qy

“
reversi-
bility

ťT
0 dτdτ 1xjap0qjap|τ´τ 1|qy “ 2T

şT
0 dτ2xjap0qjapτ2qyp1´ τ2{T q

ñ λaa “
V β
2

lim
TÑ8

1
T
x
` şT

0 dτ japτq
˘2
y ě 0 X

‚ Quantum mechanical case (grand canonical, K0 “ H0 ´ µN, rN,As “ rN,Bs “ 0)

(i) λab “ V
şτ
0 dτ

şβ
0 dλxjbp´i~λq japτqy “ V

şτ
0 dτ

şβ
0 dλxjbp´τ ´ i~λq jap0qy

reversibility
“ V

şτ
0 dτ

şβ
0 dλxjbpτ ´ i~λq jap0qy

“ V
şτ
0 dτ

şβ
0 dλ 1

ZGK
Tr

`

e´βK0`λH0jbpτq eβK0´λH0 e´βK0 jap0qy

“ V
şτ
0 dτ

şβ
0 dλ 1

ZGK
Tr

`

e´pβ´λqH0jbpτq epβ´λqH0
looooooooooooooooomooooooooooooooooon

jbpτ`i~pβ´λq

e´βK0 jap0q
˘

λ1“β´λ
“ V

şτ
0 dτ

şβ
0 dλ1xjap0qjbpτ`i~λ1qjap0qy “ V

şτ
0 dτ

şβ
0 dλ1xjap´i~λ1qjbpτqy X

(ii) Define JT “
şT {2
´T {2

dτ 1 japτ 1 ´ i~λ2 , J
`
T “

şT {2
´T {2

dτ 1 japτ 1 ` i~λ2
Consider xJT J`T y “

ť

dτ 1 dτ2xjapτ 1 ´ i~λ2 qjapτ
2 ` i~λ

2
qy

“ 2T
ş

dτxjap´i~λqjapτ2´τ 1qy
τ2´τ 1“τ
“ xjap´i~λqjapτqyp1´ τ{T q

ñ λaa “
V
2

limTÑ8
1
T

şβ
0 dλxJT J

`
T y ą 0 X)

7.2.3 Entropy production

Starting point: Consider a system characterized by
ρk: Densities of conserved quantities with Btρk “ ´∇ ¨~jk
~Zk,Φk: Generalized forces and potentials, 1

T
~Zk “ ´∇p 1

T Φkq

s: Local entropy density, function sptρkuq
(well-defined if one assumes local equilibrium)

Recall fundamental equation dE “ TdS `
ř

j µjdNj ´ PdV ` ¨ ¨ ¨

ñ Change of entropy density:
ds “ 1

T dρe ´
1
T

ř

j µj dnj ´
1
T

mechanical work
hkkkkikkkkj

ř

j Xj dξj ´ ¨ ¨ ¨ “ ´
ř

k
1
T Φk dρk

ñ Total entropy change: dS
dt “

ş

dV Bs
Bt “

ş

dV ds
dt with

Rate of local entropy change: Bs
Bt “ ´

ř

k
1
T Φk

Bρk
Bt “ ´

ř

k
1
T Φk p∇ ¨~jkq

”Entropy flow”: ~js :“ ´
ř

k
1
T Φk

~jk,
”Entropy production”: ds

dt :“ Bs
Bt`∇¨~js “ ´

ř

k∇p
1
T Φkq¨~jk “

1
T

ř

k
~Zk ¨~jk

Insert Onsager coefficients ~jk “ λkk ~Zk

ñ
ds

dt
“

1

T

ÿ

k

~Zk ¨~jk “
1

T

ÿ

k,α

λααkk Z
α
k

2
ą 0 since λααkk ą 0

Conclusion: Diffusive currents generate entropy
; The assumption of microscopic reversibility (λααkk ą 0)

results in macroscopic irreversibility (ds{dt ą 0: Time arrow) !
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7.2.4 Applications

First overview (table), then discuss selected cases separately

Transport
coefficient

Conserved
quantity

Current Green-Kubo relation
(classical)

Self diffusion D
Mobility 1{µ

Particle
number (one)

Velocity ~v D “ 1
d

8
ş

0

dτ x~vp0q ¨ ~vpτqy “
kBT

µ

Friction
coefficient µ

Force ~F acting on particle
at constrained velocity ~v “ 0

µ “ 1
3kBT

8
ş

0

dτ x~F p0q ¨ ~F pτqy

Electrical
conductivity σ

Charge ~jq “
1
V

ř

i qi
9~ri σ “ V

3kBT

8
ş

0

dτ x~jp0q ¨~jpτqy

Thermal
conductivity kT

Energy ~je “
1
V

d
dt

ř

i ~ripei ´ xeyq

ei “
p2
i

2m `
1
2

ř

j vp~rijq
loooomoooon

pair interactions

` ¨ ¨ ¨

kT “
V

3kBT
2

8
ş

0

dτ x~jep0q ¨~jepτqy

Viscosity Momentum Viscous stress tensor
(Momentum current)
jg ´ xjgy

loomoon

equilibrium value: P 1l
with P : pressure

“ ´σ1

jg “
1
V

ř

ipmi~vib~vi`~rib ~fiq

Shear viscosity η Secondary diagonals η “ V
6kBT

ř

α‰γ

8
ş

0

dτ xσ1αγp0qσ
1
αγpτqy

Longitudinal
viscosity ηl
(ηl “ 4

3η ` ζ)

Main diagonals ηl “
V

3kBT

ř

α

8
ş

0

dτ xσ1ααp0qσ
1
ααpτqy
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7.2.4.1 Electrical conductivity

‹ Conserved quantity: Charge

– Density: ρqp~r, tq “
ř

i qi δp~r ´
~Riptqq

First moment: ~Aqptq “
ş

ddr ~r ρqp~r, tq “
ř

i qi
~Riptq

– Current: 9~Aq “ V~jq “
ř

i qi
9~Ri

– Generalized force ~Zq: Electrical field, ~Zq “ ~E

(Perturbation: H 1 “ ´ ~E ¨
ř

i qi
~Ri)

‹ Transport law: x~jqy “ σq ~E

Onsager coefficients: Conductivity tensor σq

‹ Green-Kubo relation: σq “ V β

ż 8

0
dτ x~jqp0q b~jqpτqy

Isotropic medium: σq “ σ 1l and σ “
V β

d

ż 8

0
dτ x~jqp0q ¨~jqpτqy

‹ Entropy production: dS
dt “

ş

ddr 1
T
~jq ¨ ~E “

V
T σ

~E2 ą 0

7.2.4.2 Thermal conductivity

‹ Conserved quantity: Energy

– Density: ρep~r, tq “
ř

i δp~r ´
~Riptqqpei ´ xeyq

with ei “
p2
i

2m `
1

2

ÿ

j

vij

looomooon

pair interactions

` ¨ ¨ ¨ : local energy

First moment: ~Aeptq “
ş

ddr ~r ρep~r, tq “
ř

i
~Riptq pei ´ xeyq

– Current: 9~Ae “ V~je

– Generalized force ~Ze “ T∇p 1
T q “ ´

∇T
T

‹ Transport law: x~jey “ ´kT ∇T Fourier law

‹ Green-Kubo relation: kT “
V

dkBT
2

ż 8

0
dτ x~jep0q ¨~jepτqy

‹ Entropy production: dS
dt “ ´

ş

ddr 1
T
~je

∇T
T “ kT

ş

ddr p∇TT q
2 ą 0

‹ Relation to diffusion law (with c: specific heat, ρ: density)

Combine Btρe`∇ ¨~je “ 0 and Btρe “ cρBtT ñ cρBtT “ ´∇ ¨~je “ kT∆T

; Thermal equation:
BT

Bt
“ κ∆T with κ “ kT {cρ
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7.2.4.3 Mobility and self-diffusion of one particle

‹ Conserved quantity: Particle Number

– Density: Distribution np~r, tq “ δp~r ´ ~Rptqq
First moment: ~Anptq “

ş

ddr ~r np~r, tq “ ~Rptq

– Current: Velocity 9~An “ V ~jn “
9~R “: ~v

– Generalized force ~Zn: Real external force ~Fext on the particle
(Perturbation: H 1 “ ´~Fext ¨ ~R)

‹ Transport law: x~vy “ ~Fext{µ (1{µ: Mobility constant)

‹ Green-Kubo relation:
1

µ
“
β

d

ż 8

0
dτ x~vp0q ¨ ~vpτqy

‹ Entropy production: d
dtS “

1
T
~jn ¨ ~Fext “

1
T

1
µ
~F 2
ext ą 0

‹ Relation to self-diffusion
D :“ lim

tÑ8

xp~Rptq ´ ~Rp0qq2y

2dt
“
kBT

µ
Einstein relation:

(xp~Rptq´ ~Rp0qq2y “ xp
şt
0 dτ ~vpτqq2y “

ťt
0 dτ dτ 1 x~vpτq ¨~vpτ 1qy “

ťt
0 dτ dτ 1 x~vp0q ¨~vp|τ ´ τ 1|qy

“ 2t
şt
0 dτ p1´ τ{tq x~vp0q ¨ ~vpτqy

ñ limtÑ8
1
2t
xp~Rptq ´ ~Rp0qq2y “ d

β
1
µ

X )

Remark: In general, Einstein relations have to be applied with care. Problems,
e.g., in the case of rotational diffusion (angle jumps by 2π!)

7.2.4.4 Friction of one particle

Same problem as 7.2.4.3, but from a different perpective: Particle moves with
fixed velocity ~vfixed (fl Particle mass M Ñ8), experiences friction force ~Ffriction.
Split up particle momentum: ~P “M ~vfixed ` ~Pint

(M ~vfixed: ”external”, imposed; ~Pint: absorbs collisions with medium)
– Reference system: Zero velocity, ~vfixed “ 0 ñ ~P “ ~Pint

– Perturbation: ñ H 1 “
~P 2

2M ´
~P 2
int

2M “
p~Pint`M~vfixedq

2

2M ´
~P 2
int

2M “ ~Pint ¨~vfixed`Op~v2
fixedq

‹ ”Conserved quantity”: None, apply formalism nevertheless with ~A “ ~Pint

– ”Current”: Friction force ~Ffriction “ d~P {dt “ d~Pint{dt “ d ~A{dt

– Generalized force ~Z “ ´~vfixed

‹ Transport law: x~Ffrictiony “ ´µ ~vfixed (same coefficient µ as in 7.2.4.3)

‹ Green-Kubo relation: µ “
β

d

ż 8

0
dτ x~Ffrictionp0q ¨ ~Ffrictionpτqy

Remark: Prerequisite is that the particle really has velocity zero in the
reference system (limit M Ñ 8). Does not work if it diffuses freely. In
that case, Green-Kubo integral is found to vanish ; ”plateau problem”.

‹ Entropy production (dissipated work): d
dtS “

1
T
~Ffriction ¨~vfixed “

1
T µ~v

2
fixed ą 0
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7.2.4.5 Viscosity

Consider the following system: Fluid confined between parallel plates.
Impose a strain rate by moving one plate with velocity ~vfixed
(normal vector ~N , area a, mass M Ñ8).

– Flow profile: ~up~rq;
– Local strain rate: Gαβp~rq “ Bαuβ .
– Global strain rate: G“ 1

V

ş

d3rGp~rq

with ~NTG V “ a ~vfixed
– Force on plate: ~Fplate “ σ ~Na

with σ: Stress tensor, known to be symmetric!

fixv
a N

fixv
a N

Shear flow Elongational flow

– Reference system: G“ 0

– Perturbation (similar to 7.2.4.4): Split up plate momentum: ~P “M ~vfixed ` ~Pint

with d
dt
~Pint “ ~Fplate “ ´σ ~Na; Define ~Pint “: a

V A
~N ñ d

dtA “ ´V σ

ñ H 1 “
~P 2

2M ´
~P 2
int

2M “ ~vfixed ¨ ~Pint ` Op~v2
fixedq “

~NTGA ~N

Generalize: Sum over all directions of of ~N and use σ “ σT ñ A “ AT

ñ H 1 “ Tr
`

GA
˘

“ Tr
`

EA
˘

with E “ 1
2pG`G

T q: Strain rate tensor

‹ Conserved quantity: Momentum

– Density: Momentum density ~gp~r, tq “
ř

i δp~r ´
~Riptqq ~pi

First moment: Agptq “
ş

ddr ~r b ~gp~r, tq “
ř

i
~Riptq b ~vi mi

– Current: jg “ d
dtAg “

ř

ipmi~vi b ~vi ` ~Ri b ~fiq
loooooooooooooomoooooooooooooon

Virial theorem: ´V σ

since (~fi “ mi
9~Ri)

ñ Ag “ A

NB: Equilibrium σeq “ ´P1l must be removed (”response”)
; δjg “ ´σ ´ P1l “ ´σ1 (viscous stress tensor)

– Generalized force ~Zg “ ´E

‹ Transport law: σ1 “ LE with L: Fourth order tensor

Isotropic media (without proof): Lαβγδ “ η pδαγ δβδ ` δαδ δβγq `B δαβ δγδ

ñ σ1 “ 2ηE`B 1l TrpEq “: 2η
`

E´
1

3
1l TrpEq

˘

` ζ 1l TrpEq

traceless p∇ ¨ ~uq

η: Shear viscosity - Opposes deformation without volume change
ζ: volume viscosity - Opposes isotropic volume dilation, ζ “ B ` 2

3η

‹ Green-Kubo relation: Lαβγδ “ V
kBT

ş8

0 dτ xσ1αβp0q σ
1
γδpτqy

Specifically: Lαβαβ “ η for α ‰ β (Onsager: η ě 0)
Lαααα “ 2η `B “: ηl: Longitudinal viscosity (ηl ě 0)

ñ

η “
V

6kBT

ÿ

α‰β

ż 8

0
dτ xσ1αβp0qσ

1
αβpτqy

ηl “
V

3kBT

ÿ

α

ż 8

0
dτ xσ1ααp0qσ

1
ααpτqy
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Remark: As in 7.2.4.4, these Green-Kubo relations are only valid if the
global strain rate is really constrained to zero in the equilibrium reference
system (e.g., simulations with periodic boundary conditions). If it is al-
lowed to fluctuate, one may encounter a plateau problem. On the other
hand, the resulting viscosity parameters can also be used to describe local
stress/strain rate relations in inhomogeneous systems down to the length
scales of ”fluid elements” (see literature on hydrodynamics).

‹ Relation to diffusion law for velocities

Consider incompressible case TrpEq “ ∇ ¨ ~u “ 0 ñ σ1 “ 2ηE and
; Density of viscous force: ~fv “ ∇σ1 “ 2η ∇E
; Associated acceleration of fluid element: ρd~u

dt “
~fv

with d~u
dt “ Bt~u`p~u ¨∇q~u “ Bt~u`OpE2q ñ Bt~u “ 2η∇E ∇¨~u“0

“ η∆~u

ñ Bt~u “ ν ∆~u with ν “ η{ρ: kinematic viscosity

‹ Local entropy production:
ds
dt “

1
T Trpσ1Eq “ 1

T

`

2ηpTrpE2q ´ pTrEq2q ` ηlpTrEq2
˘

ą 0



Chapter 8

The Boltzmann Equation

TODO

8.1 Boltzmann equation for gases

8.2 Homogeneous systems: Equilibrium and H-theorem

8.3 Chapman Enskog expansion for inhomogeneous
systems

8.4 Boltzmann equation for electrons
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Chapter 9

Stochastic Processes

Equilibrium statistical physics (Sec. 1.2)
Ñ Probability based approach (Entropy and Jayne’s principle)

Here: Consider dynamics, equilibrium and non-equilibrium
Ñ Choose again descriptions based on probability

First example: Boltzmann equation (Chapter ??)
; Description in terms of statistics of collisions.

Details of collisions (collision parameter) do not matter.

Second famous example: Brownian motion
; Important additional concept of time scale separation

– ”Slow” degrees of freedeom: Formulate dynamical equations
– ”Fast” degrees of freedom: Enter as ”noise”, stochastic forces

This is the topic of the present chapter

Structure of the chapter

– First ”quick and dirty”

– Mathematical framework of stochastic processes

– Applications: Brownian motion and Kramer’s problem

9.1 Introduction: Brownian motion

System: Observe a particle under the microscope that undergoes thermal mo-
tion (one dimension for simplicity). Take a series of pictures (a movie)

; stroposcopic time series pt1, t2, ¨ ¨ ¨ , tnq

; Observation: Series of positions px1pt1q, ¨ ¨ ¨xnptnqq for t1 ă ¨ ¨ ¨ ă tn

Goal: Understand the laws governing this time series

119
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9.1.1 History

1827: Brown (Botanist)

Discovers irregular motion of small particles swimming on water under the
microscope (pollen, minerals)

1905: Einstein

Theoretical explanation. Diffusion law x∆r2y „ Dt.

(Actually, Einstein did not know Brown’s experiments. He made a theo-
retical prediction for an experiment designed to prove the atomic structure
of matter.)

Very influential work
– Establishes nature of heat as being kinetic motion of particles
– Inspires a new field of mathematics (stochastic processes)

1906: Smoluchowski

Derivation of the same law by a different method

(Although not as ”independent” as some claim: Smoluchowski knew Ein-
stein’s work and refers to it in his paper).

1908 Langevin – ”Langevin equation”

Theoretical description in terms of a stochastic equation

1914 Fokker and 1917 Planck: – Fokker-Planck equation

Theoretical description in terms of equations for distribution functions

1918 - 1921: Smoluchowski and Wiener

Mathematical model for Brownian motion

1948: Feynman: Path integrals

9.1.2 Starting point: Deterministic friction force

Consider a particle in a viscous fluid Ñ friction
(Surrounding molecules slow the particle down and absorb energy.)

Simplest equation: Stokes equation
Friction force: FD “ ´µ v
Dynamical equation: m 9v ` µ v “ 0 or 9v ` γ v “ 0 with γ “ µ

m “: 1
τ

Solution: Velocity decays exponentially
vptq „ e´γ t “ e´t{τ (with τ : Relaxation time)

Discussion: Deterministic treatment seems acceptable
as long as v2 " v2

thermal (1
2mv

2
thermal “

1
2kBT )

; Only valid for particles with large masses!
Gives information on expectation value of vptq



9.1. INTRODUCTION: BROWNIAN MOTION 121

9.1.3 Motivation of the Langevin equation

Simple sloppy ”derivation” of the Langevin equation for Brownian motion.
A more rigorous treatment will be introduced in Sec. 9.2.

If the particle velocity is comparable to thermal velocity vthermal

; Add additional stochastic force FRptq

Interpretation: Coupling to a ”heat bath”
Represents an ensemble of possible surrounding systems

‹ Total force of the medium on the particle: F ptq “ FDptq ` FRptq

or 9v ` γ v “ ηptq with ηptq “ FRptq{m

Example of a Langevin equation

‹ Properties of ηptq (usual assumptions)

(i) xηptqy “ 0

(ii) xηptq ηpt1qy “ q δpt´ t1q – Uncorrelated white noise
(”white” Ñ δptq “

ş

dω eiωt1 is independent of ω)
(iii) Higher order correlations: According to Gaussian distribution

Motivation for these assumptions

ad (i): Nonvanishing parts of xFRy would be attributed to the determi-
nistic friction force.

ad (ii): The time scale of correlations („ collision time) is taken to be
much smaller than the time scale of interest here.
(questionable, but reasonable first order approximation)

ad (iii) Central limit theorem
For reasons of consistency, the functional form of the distribution of
η should be the same for different time discretization (RG argument)
; If second moment exists (q ă 8), this is only possible

for the Gaussian distribution

‹ Determination of remaining free parameter q

Temperature has to be recovered, i.e., lim
tÑ8

xv2y “ kBT {m

ñ q “ 2 γ
kBT

m
(Argument: Quick and dirty solution of Langevin equation

with initial conditions vp0q “ v0

vptq “ v0e´γt `
şt

0
dt1 e´γpt´t

1qηpt1q

xvpt1q vpt2qy “ v2
0e´γpt1`t2q `

şt1
0

şt2
0

dt11dt12 e´γpt1`t2´t
1
1´t

1
2q xηpt11q ηpt

1
2qy

loooooomoooooon

qδpt11´t
1
2q

“ v2
0e´γpt1`t2q ` q e´γpt1`t2q

şt1
0

dt11e2γt11
looooomooooon

1
2γ
pe2γt1´1q

“ v2
0e´γpt1`t2q ` q

2γ
pe´γpt2´t2q ´ e´γpt2`t1qq

t1Ñ8
Ñ

q
2γ

e´γ |t2´t1|

ñ xvptq2y “ q
2γ
“ 1

2

kBT

m
ñ q “ 2γkBT {m X)
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‹ Discussion:

– Above, we have also calculated the velocity autocorrelation function

xvptq vpt1qy “
kBT

m e´γ|t1´t2|

– Mean square displacement xpxptq ´ xp0qq2y
Einstein relation (cf. 7.2.4.3):

xpxptq ´ xp0qq2y “ xp
şt

0
dt1 vpt1qq2y “

ťt

0
dt1dt2xvptq vpt1qy

“
ťt

0
dt1dt2

kBT

m
e´γ|t

1´t2|
“

kBT

m
p 2
γ
t´ 2

γ2 p1´ e´γtqq

Limit γtÑ8: xpxptq ´ xp0qq2y “ 2Dt with D “
kBT

mγ

– This behavior is characteristic for diffusion
Consider δ-shaped distribution at time t “ 0

`

ppx, t “ 0q “ δpxq
˘

After time t: Broadens according to second moment xx2y “ 2Dt
Distribution is Gaussian (proof see later)

; ppx, tq „ e´x
2{4Dt

?
8πDt

; Solves differential equation Btppx, tq “ D Bxxppx, tq
; Dynamical equation without dubious ”random force”!

9.1.4 Motivation of the Fokker-Planck equation

The above discussion suggests that it may be of advantage to describe Brownian
motion in terms of dynamical equations for distribution functions.

Here: Consider velocity distribution ppv, tq (since the previously discussed
Langevin equation describes the evolution of the velocity).

It turns out (next chapter) that this equation has the form

Bp

Bt
“ γ

Bpvpq

Bv
` γ

kBT

m

B2p

Bv2

Example of a
Fokker-Planck equation

”Drift term” ”Diffusion term”

‹ Discussion of the different terms
– ”Drift term”: Originates in friction force FD

Consider pure Stokes equation, without stochastic force: 9v “ ´γ v
Ñ Evolution of v, dv after time dt: v Ñ v´γ vdt, dv Ñ dvp1´γ dtq
Ñ dv ppv, tq “

“

dvp1´ γ dtq
‰ “

ppv ´ γvdt, t` dtq

“ dv
“

ppv, tq´γ dt ppv, tq ´ γ v Bp
Bv dt

loooooooooooooomoooooooooooooon

´γ Bpvpq
Bv

dt

`
Bp
Bt dt

‰

– ”Diffusion term”: Originates in stochastic force FR
Consider Langevin equation without friction force: 9v “ η
Ñ Diffusion in velocity space
(Again quick and dirty: xpvptq ´ vp0qq2y “

ťt
0 dt1dt2xηpt1qηpt2qy “ 2γ

kBT

m
t “ q t

Initial condition ppv, 0q “ δpv´v0q Ñ Gaussian distribution: ppv, tq „ expp´pv´v0q
2

2qt
q

Arbitrary initial distributions Ñ Linear superposition of Gaussians
satisfies differential equation Bp

Bt
“ γ

kBT

m
B2p
Bv2 )

For a clean treatment beyond ”quick and dirty” see Section 9.2
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9.1.5 Final remarks

‹ General form of a Fokker-Planck equation

– One variable, ppx, tq
B
Btppx, tq “

`

´ B
BxD

p1qpxq ` 1
2
B2

Bx2D
p2qpxq

˘

ppx, tq

– Several variables, pptxu, tq
B
Btpptxu, tq “

`

´
ř

i
B
Bxi
D
p1q
i ptxuq`

1
2

ř

ij
B2

BxiBxj
D
p2q
ij ptxuq

˘

pptxu, tq

‹ Interpretation: Describes distribution of fluctuating ”slow” variables.
; Hierarchy of modelling levels:

Microscopic ÝÑ Stochastic ÝÑ Deterministic
All degrees
of freedom (DoFs)

Mesoscopic DoFs
Microscopic DoFs are

integrated out
(fluctuations and friction)

”Macroscopic”
Fluctuations
are neglected.
(e.g., no diffusion)

NB: Assumes perfect separation of time scales. Usually not correct (ap-
proximation). In the more general case, memory comes into play at the
level of the stochastic description ; ”Generalized Langevin equation”

‹ Approaches to connect between levels

– Ideally: Exact calculation of Dp1q, Dp2q from ”first principles” (i.e., from
microscopic theory). Usually not possible.

– Close to equilibrium: Linear response theory

– Often just heuristic: Start from from known deterministic equations
(e.g., Navier-Stokes equations), add stochastic Langevin force

‹ Comparison of Fokker-Planck equation and Boltzmann equation

In both cases: Equations for distribution functions

Boltzmann equation: All particles treated on equal footing
Approximation: Particles are uncorrelated

Fokker-Planck equation: Degrees of freedom could be anything
(e.g., Laser modes, currents, ...)
Approximation: Separation of time scales
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9.2 Mathematical background: Stochastic processes

Problems with the discussion of Brownian motion so far:

Heuristic postulation of an ”equation of motion” 9v ` γv “ ηptq

Many ”quick and dirty proofs” relied on calculations involving integrals
of the form

ş

dt1 9v „ ¨ ¨ ¨ `
ş

dt1ηpt1q

However, ηpt1q (white noise) is uncorrelated, i.e., different at all times t
; 9v is not well-defined (vptq is continuous, but not differentiable).
; Currently,

ş

dt1 ηpt1q ¨ ¨ ¨ is not well-defined.

(Example: x
şt2
t1

dtηptq2y “
şt2
t1

dtxηptq2y “
şt2
t1

dt
kBT

m δp0q always diverges!)

Now: More rigorous mathematical formulation

9.2.1 Definition of a stochastic process

‹ Recall: stochastic variable

– Probability space pΩ,F , µq
with Ω: Set of ”outcomes” of a random process or experiment

F : σ-algebra on Ω (”event space”)
µ: Probability measure

– Random variable: µ integrable function X : Ω Ñ R
Distributed according to a distribution function fpxq
Expectation value: xgpxqy “

ş

gpxpωqq dµpωq “
ş

gpxq fpxq dx

– Notions of conditional probabilities, statistical independence etc.

‹ Stochastic process: ”Time dependent random variable”

– Family pXtq of random variables with t P R or N (index set)
(R: Continuous time; N: Discrete time steps)

below: often use notation for discrete processes for simplicity

– Corresponding distribution function

¨ ”One-point” distribution for one time t: ppx, tq “ xδpx´Xtqy

¨ ”N-point” distributions
p
`

px1, t1q, ¨ ¨ ¨ , pxN , tN q
˘

“ xδpx1 ´Xt1q ¨ ¨ ¨ δpxN ´XtN qy

¨ Conditional probabilities etc. defined as usual
e.g., P pxn|xiq: Conditional probability forXn “ xn givenXi “ xi

Epxn|xiq: Corresponding expectation value

‹ Special stochastic processes

– Stationary process:
p
`

px1, t1q, ¨ ¨ ¨ , pxN , tN q
˘

“ p
`

px1, t1 ` τq, ¨ ¨ ¨ , pxN , tN ` τq
˘

for all τ
; Invariant against time translations, homogeneity of time
(not to confuse with stationary state in a dynamical system)
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– Martingale process: (Discrete case): Process with Epxn`1|x1̈ ¨ xnq “ xn
(Actual value is the best estimate for the next value)
Examples:
¨ Sum of random variables with mean zero, xn “

řn
1 yi with xyiy “ 0,

¨ Diffusion in the absence of drift,
¨ Weather forecast (well, sort of)

– Markov process: Process without memory
p
`

pxn, tnq|px1, t1q, ¨ ¨ ¨ , pxn´1, tn´1q
˘

“ p
`

pxn, tnq|pxn´1, tn´1q
˘

for t1 ă t2 ¨ ¨ ¨ ă tn

Such processes are fully characterized by two distributions:
ppx, tq and p

`

px1, t1q|px0, t0q
˘

(Examples: Monte Carlo simulation in Chapter 3.6,
Brownian dynamics,
Deterministic Hamiltonian dynamics)

In the following, we will focus on stationary Markov processes

9.2.2 Dynamical equations for Markov processes

9.2.2.1 Transition rate and master equation

‹ Chapman-Kolmogorov equation

Consider a Markov Process.
Then we have for t3 ě t2 ě t1:

1

t

x

32

p
`

px3, t3q|px1, t1q
˘

“

ż

dx2 p
`

px3, t3q|px2, t2q
˘

p
`

px2, t2q|px1, t1q
˘

For stationary Markov processes, p
`

px1, t` τq|px, tq
˘

is independent of t.
This motivates the definition of a Transition rate

Rpx1, xq “ lim
τÑ0

1

τ
p
`

px1, t` τq|px, tq
˘

Using the Chapman-Kolmogorov equation, one can use this to construct
every other conditional probability for finite τ .

‹ Master equation (for stationary Markov processes)

B

Bt
ppx, tq “

ż

dx1 ppx1, tqRpx, x1q ´

ż

dx1 ppx, tqRpx1, xq

Flow in Flow out

(Example again: Monte Carlo simulations, chapter 3.6)



126 CHAPTER 9. STOCHASTIC PROCESSES

9.2.2.2 Fokker-Planck equation

Starting from the Master equation, make the following assumptions:

(i) Jumps are small (process is continuous): Rpx, x1q « 0 for large (x´ x1)
; Moment expansion: Define Rpx, x1q “: R̃px´ x1, x1q

¨
ş

dx1 ppx1, tqRpx, x1q “
ş

dx1 ppx1, tq R̃px´ x1, x1q
“

ş

dξ ppx´ ξ, tq R̃pξ, x´ ξq
Taylor
«

ş

dξ
ř

k
p´1qk

k!
Bk

Bxk

“

ppx, tq R̃pξ, xq
‰

ξk

“
ř

k
p´1qk

k!
Bk

Bxk

“

ppx, tq
ş

dξ ξkR̃pξ, xq
looooooomooooooon

α
k
pxq

‰

¨
ş

dx1 ppx, tqRpx1, xq “ ppx, tq
ş

dx1 R̃px1 ´ x, xq “ ppx, tq α0pxq

; Kramers Moyal expansion of the master equation

B

Bt
ppx, tq “

8
ÿ

k“1

p´1qk

k!

Bk

Bxk
“

α
k
pxq ppx, tq

‰

with α
k
pxq “

ż

dξ ξk R̃pξ, xq

(ii) Higher order moments can be neglected
; Cut off the expansion after the second moment, i.e., at k “ 2

ñ
B

Bt
ppx, tq “ ´

B

Bx

`

α1pxq ppx, tq
˘

`
1

2

B2

Bx2

`

α2pxq ppx, tq
˘

NB: Pawula theorem: If a full Kramers Moyal expansion contains nonzero
terms k ą 2, it must contain infinitely many terms; otherwise ppx, tq may
become negative. Hence truncating at k ą 2 may cause problems.

9.2.2.3 Evolution of single paths and Langevin equation

Now try to describe evolution of single paths pXtq

Assume ppx, 0q “ δpxq (initial condition) and τ small ñ ppx, τq “ δpxq ` Bp
Bt τ

xXn
τ y “

ş

dxxnppx, τq “ τ
ş

dxxn Bp
Bt “ τ

“
ř

k
p´1qk

k!

ş

dxxn B
k

Bxk

`

α
k
pxqδpxq

˘‰

“ τ
”

ř

k
p´1qk

k! α
k
p0q B

k

Bxk
xn

ˇ

ˇ

ˇ

x“0

ı

“ τ αnp0q

Generalization: xpXτ ´X0q
ny ” x

`

xpτq ´ xp0q
˘n
y “ τ xαnpxp0qqy ` Opτ2q

Specifically: Cutoff at n “ 2 (Fokker-Planck equation)
ñ Formal notation as ”Langevin equation”

dx “ apxq dt` bpxq ¨ dW with xdW y “ 0, xdW 2y “ dt

Idea: apxq takes care of α1 , bpxq2 takes care of α2

However, at this point, the interpretation of this ”equation” is not clear.
How to integrate over dx in ”xpτq ´ xp0q “

şτ
0 dx” ?

; What is the relation between apxq, bpxq and α1pxq, α2pxq?

Ñ Next section!
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9.2.3 Stochastic differentials and stochastic integration

Question: Given a differential such as that quoted in the last section (9.2.2.3),
dx “ vpxq dt` bpxq ¨ dW . How does it have to be integrated?
; Requires some more definitions!

9.2.3.1 Wiener process

Special stochastic process W ptq with
‚ W p0q “ 0

‚ Increments pW pt`τq´W ptqq are Gaussian distributed with mean zero
and variance τ

‚ For 0 ď t0 ă t1 ă t2 ¨ ¨ ¨ , the pW ptn`1q ´ W ptnqq are stochastically
independent.

Consequence: xW pτ1qW pτ2qy “ minpτ1, τ2q for τ1, τ2 ą 0
(Increment dW is the mathematical version of a δ-correlated noise dW “ dt ξptq

with xξptqy “ 0 and xξptq ξpt1qy “ δpt´ t1q, i.e., dW “ ξptq dt
ñ xW pτ1qW pτ2qy “

şτ1
0

dt
şτ2
0

dt1 xξptqξpt1qy “
şτ1
0

dt
şτ2
0

dt1 δpt´ t1q “ minpτ1, τ2qq

9.2.3.2 Stochastic integrals: Itô and Stratonovich convention

Here: Wiener process as ”Integrator”. Can be generalized for other Martingales.
ż t

t0

Gpt1q¨dW pt1q “ ms-lim
εÑ0

pt´t0q{ε´1
ÿ

j“0

Ḡpt̄jq
“

W ptj`1q´W ptjq
‰

ptj “ t0`εjq

where ms-lim
nÑ8

xn “ x̄ ô lim
nÑ8

xpxn ´ x̄q
2y “ 0: Mean square limit

(NB: regular limit cannot be used if random variables are involved!)
To complete the definition, we must specify how to evaluate Ḡpt̄jq.

‚ Itô integral: Ḡpt̄jq “ Gptjq (Notation: ”
ş

Gpt1q dW pt1q”)

‚ Stratonovich integral: Ḡpt̄jq “ 1
2

`

Gptjq `Gptj`1q
˘

(”
ş

Gpt1q ˝ dW pt1q”)

Example illustrating the difference: Calculate x
şt
0W pt

1q ¨ dW pt1qy

Itô integral: x
şt
0W pt

1q dW pt1qy “ 0
(x
şt
0W pt

1q dW pt1qy “ xlimεÑ0
ř

jW ptjq
`

W ptj`1q ´W ptjq
˘

y

“ limεÑ0
ř

j

`

xW ptj`1qW ptjqy ´ xW ptjq
2y
˘

“ limεÑ0
ř

j

`

tj ´ tj
˘

“ 0)

Stratonovich integral: x
şt
0W pt

1q ˝ dW pt1qy “ t
2 “ xW

2ptq{2y
(x
şt
0W pt

1q ˝ dW pt1qy “ xlimεÑ0
ř

j
1
2

`

W ptj`1q `W ptjq
˘ `

W ptj`1q ´W ptjq
˘

y

“ limεÑ0
ř

j
1
2

`

xW ptj`1q
2y ´ xW ptjq

2y
˘

“ limεÑ0
ř

j
1
2

`

tj`1 ´ tj
˘

“ t{2)

(Compare regular integral:
şt
0W dW “W 2{2)

; Comparison:

Itô: Simpler, stochastic integral is a Martingale process
But: New rules for differentiation and integration (Itô calculus)
Preferred convention in financial mathematics

Stratonovich: More ”physical”, usual calculus rules apply
Convention often adopted in physics and engineering
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9.2.3.3 Implications for stochastic differential equations

Consider a stochastic differential of the type: dx “ apxq dt` bpxq ¨ dW

; Defined by the chosen convention (Itô or Stratonovich) for calculating
the integral xptq ´ xp0q “

şt
0 dt1 vpxpt1qq `

şt
0 bpxpt

1qq ¨ dW pt1q

‹ Remark on the difference between the two conventions. When is it important?

Distinguish between

(i) Additive noise: b “ const. independent of x
; Then, the choice of convention does not matter!

(since
ş

dW pt1q is the same in both cases!)
(ii) Multiplicative noise: bpxq depends on x

; In that case, the conventions give different results.
Background: Multiplicative noise induces drift.

This is described differently in the different conventions.

‹ Variable transform
Given a stochastic differential equation dx “ apxq dt` bpxq ¨ dW

Goal: Change of variables xÑ y “ fpx, tq
; Expand df “ fpx` dx, t` dtq ´ fpx, tq up to Opdtq,

using pdW q „ Op
?

dtq (”Itô rule”: pdW q2 fl dt)
In the Itô formalism: Itô formula

dfpxptq, tq “
”

B

Bt
f ` a

B

Bx
f `

1

2
b2
B2

Bx2
f
ı

dt` b
Bf

Bx
dW

(Quick and dirty calculation: df “ fpx` dx, t` dtq ´ fpx, tq

df “ Bf
Bx

ˇ

ˇ

x
dx` 1

2
B2f
Bx2

ˇ

ˇ

x
pdxq2 ` Bf

Bt

ˇ

ˇ

t
dt` higher order terms

dx “ a dt` b dW,
pdxq2 “ b2 pdW q2 + higher order fl b2 dt + higher order

“
“

Bf
Bx

ˇ

ˇ

x
a` 1

2
B2f
Bx2

ˇ

ˇ

x
b2 ` Bf

Bt

ˇ

ˇ

t

‰

dt` b Bf
Bx

ˇ

ˇ

x
dW X)

In the Stratonovich formalism: Chain rule

dfpxptq, tq “
` B

Bt
f ` a

B

Bx
f
˘

dt` b
Bf

Bx
˝ dW

(Quick and dirty: df “ Bf
Bx
a dx` 1

2
B2f
Bx2 pdxq

2 `
Bf
Bt

dt as above

dx “ apxq dt` bpxq ˝ dW “ apxq dt` 1
2
pbpxq ` bpx` dxqq dW

“ a dt` b dW ` 1
2
pBxbq dx dW “ a dt` b dW ` 1

2
pBxbq b pdW q2

pdxq2 “ b2 pdW q2

df “
`

Bf
Bx
a` Bf

Bt

˘

dt` 1
2

`

pBxfqbpBxbq ` pBxxfq b2
˘

pdW q2 ` pBxfq b dW

“
`

Bf
Bx
a` Bf

Bt

˘

dt` 1
2
b Bxpb Bxfq pdW q2 ` b pBxfq dW

Compare chain rule: df “
`

Bf
Bx
a` Bf

Bt

˘

dt` bpBxfq ˝ dW

with b pBxfq ˝ dW “ 1
2

`“

b pBxfq
‰

x
`

“

b pBxfq
‰

x`dx

˘

dW

“ b pBxfqx dW ` 1
2
Bxpb pBxfq dx dW

“ b pBxfqx dW ` 1
2
b Bxpb pBxfq pdW q2 Ñ same expression! X)

Note: By a suitable choice of variables (dy “ dx{bpxq in the Stratonovich
formalism), one can turn multiplicative noise into additive noise. In
one dimensional systems, the difference between Itô and Stratonovich
is thus not truly fundamental.
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9.2.3.4 Implications for corresponding Fokker-Planck equations

Consider Langevin differential of the form dx “ apxq dt` bpxq ¨ dW

with bpxq ¨ dW “ bpxq dW (Itô) or bpxq ¨ dW “ bpxq ˝ dW (Stratonovich)

Question: Corresponding Fokker-Planck equations?

Solution: Use Kramers Moyal expansion (Sec. 9.2.2.3),
i.e., calculate moments: αnpx0q “ lim

τÑ0

1
τ xpxpτq ´ xp0qq

nyxp0q“x0

Calculation:
Consider ∆xptq :“ xptq ´ xp0q “

şt
0 dx for fixed initial value xp0q “ x0

Expand up to order t using W ptq “ Op
?
tq

Notation: a0 “ apx0q, b0 “ bpx0q, b10 “ db{dx|x0 (numbers, not stochastic!)
Split up: ∆xptq :“ ∆x1ptq `∆x2ptq

with ∆x1ptq “
şt
0 a dt1 “ a0t` Opt3{2q

and ∆x2ptq “
şt
0 b ¨ dW ptq “ Opt1{2q

Calculate ∆x2ptq “
şt
0 bpxpt

1qq ¨ dW pt1q “
şt
0

`

b0 ` b10 ∆xpt1q
˘

¨ dW pt1q ` Opt3{2q

“ b0 W ptq ` b10
şt
0 ∆x2pt1q ¨ dW pt1q ` Opt3{2q

Iterative solution by successive insertion: ∆x2 “ ∆x
p1q
2 `∆x

p2q
2 ` ¨ ¨ ¨

with ∆x
p1q
2 ptq “ b0W ptq „ Opt1{2q

∆x
p2q
2 ptq “ b10

şt
0 ∆x

p1q
2 pt1q ¨ dW pt1q “ b10 b0

şt
0 W pt

1q ¨ dW pt1q „ Optq

∆x
pnq
2 ptq “ b10

şt
0 ∆x

pn´1q
2 pt1q ¨ dW pt1q „ Optn{2q

ñ ∆x2ptq “ b0 W ptq ` b10 b0
şt
0W pt

1q ¨ dW pt1q ` Opt3{2q

Insert to calculate moments up to order τ
– x∆xpτqy “ a0 τ ` b10 b0x

şt
0W pt

1q ¨ dW pt1qy “ pa0 ` θ
1
2
b10 b0q τ

with θ “ 0 (Itô) or θ “ 1 (Stratonovich) (see Sec. 9.2.3.2)
– xp∆xpτqq2y “ b20 xW pτq

2y “ b20 τ

– xp∆xpτqqny „ Opτ3{2q for n ą 2

Result: α1pxq “ apxq (Itô) or apxq ` 1
2pBxbpxqq bpxq (Stratonovich)

α2pxq “ bpxq2

αnpxq “ 0 for n ą 2 ; Expansion stops as expected X

ñ Fokker-Planck equations corresponding to the above stochastic differential

Itô case:
B

Bt
ppx, tq “ ´

B

Bx

`

apxq ppx, tq
˘

`
1

2

B2

Bx2

`

bpxq2 ppx, tq
˘

Stratonovich case:

B

Bt
ppx, tq “ ´

B

Bx

`

apxq ppx, tq
˘

`
1

2

B

Bx

`

bpxq
B

Bx
bpxq ppx, tq

˘

´

Btppx, tq “ ´Bx
`

apxq ppx, tq ` 1
2
bpxq pBxbq ppx, tq

˘

` 1
2
Bxx

`

bpxq2 ppx, tq
˘

Use Bxx
`

bpxq2ppx, tq
˘

“ Bx
`

bpxqBx bpxq ppx, tqq
˘

` Bx
`

pBxbpxqq bpxqppx, tq
˘

¯

Remark: The physical dynamics of a system is actually defined by the Fokker-
Planck equation, not the Langevin equation.

Ñ Depending on the convention, different Langevin equations must be
used to represent the same system (”Itô / Stratonovich” dilemma)

‹ Physical theories are often based on the Stratonovich convention.
Simulation schemes often tacidly use the Itô convention.

‹ Luckily, the difference only matters if bpxq depends on x, i.e., in cases
of multiplicative noise.
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9.3 Applications: Brownian particles revisited

With the mathematical formalism at hand, we will now turn back to the problem
of Brownian motion and discuss a few simple applications.

9.3.1 General description

We consider a Brownian particle of mass m with velocity ~v and position ~r in an
external field ~F p~rq with fixed friction constant µ “ m γ.

‹ Stochastic differential equation (two coupled differentials)

(1) d~r “ ~v dt

(2a) m d~v “ p~F p~rq ´ µ ~vq dt` Γ dW
or, alternatively

(2b) d~v “ p
~F p~rq
m ´ γ ~vq dt` Γ

m dW

NB: Here, W stands for a three dimensional Wiener process

‹ Corresponding Fokker-Planck equation for pp~r,~v, tq

Klein-Kramers equation

Bp

Bt
“ ´∇~r ¨ p~v pq `∇~v ¨

“`

γ~v ´
~F

m

˘

p
‰

`
1

2

` Γ

m

˘2
∆~v p

(Kramers 1940: Description of chemical reactions)

Determination of the constant Γ

Assume ~F p~rq “ ´∇~rUp~rq can be derived from a potential
At thermal equilibrium, the Fokker-Planck equation should have the

stationary solution peqp~rq „ expp´ 1
kBT

`

U ` 1
2m~v

2q
˘

Insert this in the r.h.s. of the Klein-Kramers equation (exercise)
ñ Btpeqp~rq “ ¨ ¨ ¨ “ ∇~v ¨

`

γ~v ´ 1
2

Γ2

kBT m
~v
˘

peqp~rq
!
” 0

ñ Γ2 “ 2mγ kBT “ 2 µ kBT : ”Fluctuation-dissipation relation”

‹ Overdamped limit

Assume that the time scale 1{γ of velocity relaxation (the inertial time
scale) is very small compared to the time scales of interest. Then the
stochastic differential equation can be simplified:

d~r “
~F p~rq
µ dt` Γ

µ dW

(Sloppy reasoning: Neglect inertia Ñ set m “ 0 and insert d~r “ ~v dt above in Eqn. (2a).
However, in fact, one makes an expansion 1{γ Ñ 0 and keeps the leading term.
See below for a cleaner calculation.)

Corresponding Fokker-Planck equation: Smoluchowski equation

Bpp~r, tq

Bt
“ ´

1

µ
∇~r

`

~F p~rq pp~r, tq
˘

`
1

2

`Γ

µ

˘2
∆~r pp~r, tq
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‹ Addendum (Side calculation):

Derivation of Smoluchowski equation from Klein-Kramers equation in one dimension.
For the sake of generality allow the parameters γ etc. to depend on x.

Starting point: Klein-Kramers equation for ppx, v, tq

Btp “ ´Bxpv pq ` Bvpγv ´
F

m
q p`

γkBT

m
Bvvp

Define velocity moments: ppnqpx, tq “
ş

dv vn ppx, v, tq for n ě 0

ñ Btp
pnq
“ ´Bxp

pn`1q
` γ

`

´ n ppnq ` n F
m γ

ppn´1q
`

kBT

m
n pn´ 1q ppn´2q

˘

where we formally set ppnqpx, tq ” 0 for n ă 0

Laplace transform in time domain: P pnqpsq “
ş8

0
dt e´st ppnqptq, ppnqp0q “ pn0

ñ sP pnq “ pn0 ´ BxP
pn`1q

` γ
`

´ nP pnq ` n F
m γ

P pn´1q
`

kBT

m
n pn´ 1q P pn´2q

˘

Expand in powers of 1{γ in the limit γ Ñ8

Starting point:
n “ 0 : sP p0q “ p00 ´ Bx P

p1q

n ‰ 0 : P pnq “
“

1` s
γ n

‰´1 “ kBT pn´1q

m
P pn´2q

` F
mγ

P pn´1q
´ 1

γn
Bx P

pn`1q
` 1

γn
pn0

‰

Expansion for n ‰ 0

Zeroth order: P pnq “ kBT

m
pn´ 1q P pn´2q (; P pn`1q

“
kBT

m
n P pn´1q

q

First order: P pnq “ p1´ s
γn
q
kBT

m
pn´ 1q P pn´2q

` 1
γ

“`

F
m
´ 1

n
Bx

kBT

m

˘

P pn´1q
` 1

n
pn0

‰

Specifically n “ 1: P p1q “ 1
γ

“`

F
m
´ Bx

kBT

m

˘

P p0q ` p10

‰

Insert in equation for n “ 0

ñ sP p0q “
`

p00 ´ Bx
1
γ
p10

˘

` Bx
1
γ

`

´ F
m
` Bx

kBT

m

˘

P p0q

Backtransformation ; Equation for pp0qpx, tq “
ş

dv ppx, v, tq “: p̃px, tq

Btp̃px, tq “ Bx
`

´
F

mγ
` Bx

kBT

mγ

˘

p̃px, tq

with effective boundary condition p̃px, 0q “
ş

dv ppx, v, 0q ´ 1
γ
Bx

ş

dv v ppx, v, 0q

9.3.2 Free diffusion

First we describe a freely diffusing Brownian particle (F “ 0) in one spatial
dimension.

9.3.2.1 Velocity process

If the position is not of interest, the stochastic process reduces to an effectively
one-dimensional Ornstein-Uhlenbeck process

dv “ ´γ v dt`
Γ

m
dW

Bp

Bt
“ Bvpγ v pq `

1

2

` Γ

m

˘2 B
2

Bv2
p

Solution: Fokker-Planck equation is linear ; Greens functions formalism

For given initial condition ppv0, t0q, the solution has the form

ppv, tq “

ż

dv0 Gpv, t; v0, t0q ppv0, t0q

where Gpv, t; v0, t0q: Greens function or propagator, which fulfills

BtG “ Bvpγ v Gq `
1
2p

Γ
mq

2BvvG
with initial condition: Gpv, t0; v0, t0q “ δpv ´ v0q
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Ansatz for G: Inspired by discussion in Secs. 9.1: Gaussian distribution

Gpv, t; v0, t0q “
1

a

2πσptq2
exp

`

´
pv ´ v̄ptqq2

2σptq2
˘

with σptq tÑt0ÝÑ 0

Determination of v̄ptq, σptq: Moment equations
Btxvnptqy “ Bt

ş

dvn v G “
ş

dv vn BtG “
ş

dv vn
“

BvpγvGq `
1
2
p Γ
m
q2BvvG

‰

part. int.
“

ş

dv
“

´ γ n vn G` 1
2
p Γ
m
q2 npn´ 1q vn´2 G

‰

“ ´γ n xvnptqy ` 1
2
p Γ
m
q2 npn´ 1q xvn´2y

with initial condition xvnpt0qy “ vn0
n “ 1 : Btxvptqy “ ´γxvptqy ñ xvptqy “ v0 e´γpt´t0q

n “ 2 : Btxv2ptqy “ ´2γxv2ptqy ` p Γ
m
q2

ñ xv2ptqy “ 1
2γ
p Γ
m
q2p1´ e´2γpt´t0qq ` v2

0e´2γpt´t0q

Compare with Gaussian distribution ñ xvptqy “ v̄ptq, xv2ptqy “ v̄ptq2 ` σ2ptq

ñ v̄ptq “ v0 e´γpt´t0q σ2ptq “
1

2γ
p

Γ

m
q2p1´ e´2γpt´t0qq

(Check, e.g. by insertion, that this Ansatz works – exercise)

9.3.2.2 Full solution including position

In case the position is of interest, it must be treated separately ; ppx, v, tq

Bp

Bt
“ ´Bxpv pq ` Bvpγ v pq `

1

2

` Γ

m

˘2 B
2

Bv2
p

Solution again via propagator formalism
; Distribution Gpx, v, t;x0, v0, t0q

with initial condition Gpx, v, t0;x0, v0, t0q “ δpx´ x0q δpv ´ v0q

Consider again moments

‚ xvptqy, xv2ptqy as in 9.3.2.1
ñ xvptqy “ v0 e´γpt´t0q

xv2ptqy ´ xvptqy2 “ 1
2γ p

Γ
mq

2p1´ e´2γpt´t0qq

‚ Differential equation for xxnvky
Bt xx

nvky “
ş

dx dv xnvk
“

´ BxpvGq ` BvpγvGq `
1

2γ p
Γ
mq

2 BvvG
part. int.
“ nxxn´1vk`1y ´ γkxxnvky ` 1

2γ p
Γ
mq

2 kpk ´ 1qxxnvk´2y

pn, kq “ p1, 0q: Bt xxy “ xvy ñ xxy “ x0 `
v0
γ p1´ e´γpt´t0qq

pn, kq “ p1, 1q: Bt xxvy “ xv2y ´ γxxvy
ñ ¨ ¨ ¨ ñ xxvy ´ xxy xvy “ 1

2γ2 p
Γ
mq

2 p1´ e´γpt´t0qq2

pn, kq “ p2, 0q: Bt xx2y “ 2 xxvy
ñ xx2y´xxy2 “ p Γ

mγ q
2pt´t0q´

1
2γ p

Γ
mγ q

2p3´e´γpt´t0qqp1´e´γpt´t0qq

These can be used to construct Gaussians for the propagator

xpx´ x0q
2y „

"

v2
0 pt´ t0q

2 for γt ! 1 : ballistic regime
p Γ
mγ q

2pt´ t0q for γt " 1 : diffusive regime

log (t-t
0
)

lo
g

  
<

(x
-x

0
)2

>

~ (t-t
0
)
2

~ (t-t
0
)

1/γ
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9.3.3 Crossing potential barriers: The Kramers problem

Situation: Brownian motion in external potential Upxq,

Reaction coordinate x

P
o
te

n
ti

a
l 

U
(x

)

∆U

?

A B C

i.e., external force F pxq “ ´dU
dx

(1940, Kramers – description of
chemical reactions)

Time scales

τbath : Fast degrees of freedom
1{ωA: Oscillation frequency in Minimum A from Newtonian motion

(ω „
a

U2pxminq{mq)
1{ωB: Time scale for taking up/releasing kinetic energy at maximum B
1{γ : Relaxation time of velocity
τT : Equilibration time at the minimum
τe : Mean escape time from the minimum:

Time required to escape the minimum and reach an
(arbitrary) point C beyond the barrier at B!

Assumption τbath ! τT ! τe Ø Energy kBT ! ∆U

Regimes: 1{γ ! 1{ωB: Spatially diffusive (Smoluchowski) regime
1{γ " 1{ωB: Energy diffusive regime

Here we will study the first regime

; Overdamped regime, described by Smoluchowski equation

dx “ v dt “ F pxq
mγ dt`

b

2kBT

mγ dW

Btp “ ´Bx
`F pxq
mγ p

˘

` 1
2Bxx

`2kBT

mγ p
˘

Question: What is the mean escape time τe?

9.3.3.1 General ”first passage time” problem

Rephrase question outlined above in more general terms: How long does it
take a particle starting at x ă xc to reach the point xc for the first time?

; ”First passage time”: Classical problem in the theory of stochastic processes

Shall be discussed at a very general level here, and then applied to the Kramers
problem in the next subsection.

Given: General Fokker-Planck equation
B
Bt ppx, tq “ ´

B
Bx

`

Dp1qpxq ppx, tq
˘

` 1
2
B2

Bx2

`

Dp2qpxq ppx, tq
˘

Goal: Find probability P px0 , tq that a particle, which starts at x0 ă xc at time
zero, hits the point xc for the first time at a time larger than t (i.e., never
crosses xc in the time interval r0 : ts).



134 CHAPTER 9. STOCHASTIC PROCESSES

Knowing P px0 , tq, one can calculate ¨ ¨ ¨

‚ Probability distribution of the first passage time: ´ B
BtP px0 , tq

‚Mean first passage time: τ̄px0q “ ´
ş8

0 dtt B
BtP px0 , tq

part. int.
“

ş8

0 dtP px0 , tq

‚ Higher moments: τnpx0q “ ´
ş8

0 dt tn B
BtP px0 , tq “ n

ş8

0 dt tn´1 P px0 , tq

Calculation of P px0 , tq: Must fulfill the equations

Boundary conditions
(i) Absorbing at x0 “ xc : P pxc , tq “ 0 for t ą 0
(ii) Reflecting at x0 Ñ ´8: Bx0

P px0 , tq Ñ 0 at x0 Ñ ´8

Initial condition: P px0 , 0q “

"

1 : x0 ă xc
0 : x0 ě xc

Dynamical equation

B

Bt
P px0 , tq “

`

Dp1qpx0q
B

Bx0

`
1

2
Dp2qpx0q

B2

Bx2
0

˘

P px0 , tq

(Proof: Rewrite P px0 , tq “
şxc
´8 dx1 Gpx1, t;x0 , 0q where Gpx, t;x0 , t0 q is the Greens-

funktion of the Fokker-Planck equation with boundary conditions (i),(ii) and initial
condition Gpx, t0 ;x0 , t0 q “ δpx´ x0 q.
First find backward equation for Gpx, t;x0 , t0 q (i.e., Eq. with respect to x0 , t0 )

Use Gpx, t;x0 , t0 q “
ş

dx1 Gpx, t;x1, t1qGpx1, t1;x0 , t0 q for t0 ď t1 ď t.
and homogeneity Gpx1, t1;x0 , t0 q “ Gpx1, t1 ´ t0 ;x0 , 0q ñ Bt

0
G “ ´Bt1G

ñ B
Bt0

Gpx, t;x0 , t0 q “
ş

dx1Gpx, t;x1, t1qBt
0
Gpx1, t1;x0 , t0 q

ˇ

ˇ

ˇ
Choose t1 Ñ t0

“ ´
ş

dx1 Gpx, t;x1, t0 q Bt1Gpx
1, t1;x0 , t0 q|t1“t0

“
Fokker
Planck

´
ş

dx1Gpx, t;x1, t0 q
`

´Bx1D
p1qpx1q` 1

2
Bx1x1D

p2qpx1q
˘

Gpx1, t0 ;x0 , t0 q
looooooooomooooooooon

δpx1´x
0
q

part. int.
“

ş

dx1 δpx1 ´ x0 q
`

´Dp1qpx1qBx1 ´
1
2
Dp2qpx1qBx1x1

˘

Gpx, t;x1, t0 q

“ ´
`

Dp1qpx0 qBx0
` 1

2
Dp2qpx0 qBx0

x
0

˘

Gpx, t;x0 , t0 q

Insert in P px0 , tq “
şxc
´8 dx1 Gpx1, t;x0 , 0q “

şxc
´8 dx1 Gpx1, 0;x0 ,´tq

ñ BtP px0 , tq “
şxc
´8 BtGpx

1, 0;x0 ,´tq

“
şxc
´8 dx1

`

Dp1qpx0 qBx0
` 1

2
Dp2qpx0 qBx0x0

˘

Gpx1, 0;x0 ,´tq

“
`

Dp1qpx0 qBx0
` 1

2
Dp2qpx0 qBx0x0

˘

P px0 , tq X )

These equations determine P px0 , tq uniquely.

Instead of solving directly fo P px0 , tq, one can also derive differential equations
for the moments (sometimes simpler!)

τnpx0 q “ ´
ş8

0 dt tn Bt P px0 , tq “ ´
ş8

0 dt tn
`

Dp1qpx0 q
B
Bx

0
` 1

2
Dp2qpx0 q

B2

Bx2
0

˘

P px0 , tq

“ ´
`

Dp1qpx0 q
d

dx
0
` 1

2
Dp2qpx0 q

d2

dx2
0

˘ ş8

0 dt tn P px0 , tq
loooooooooomoooooooooon

τn`1px
0
q{pn`1q

ñ ´pn` 1q τnpx0q “
`

Dp1qpx0q
d

dx0

`
1

2
Dp2qpx0q

d2

dx2
0

˘

τn`1px0q

; Hierarchy of differential equations for τnpx0q

with boundary conditions τnpxcq “ 0, d
dx0

τnpx0q
x0Ñ´8
ÝÑ 0

and ”initial condition” τ0px0q “ ´
ş8

0 BtP px0 , tq “ P px0 , 0q “ 1 for x0 ă xc
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Specifically, the equation for the mean first passage time τ̄pxq reads

´1 “
`

Dp1qpxq
d

dx
`

1

2
Dp2qpxq

d2

dx2

˘

τ̄pxq

Formal solution of the differential equation for τ̄pxq via τ̄ 1pxq “ d
dx τ̄pxq

Homogeneous equation 0 “ Dp1qτ̄ 1h `
1
2
Dp2qτ̄2h

ñ
dτ̄ 1h
dx

“ ´2D
p1q

Dp2q
τ̄ 1 ñ

dτ̄ 1h
τ̄ 1
h
“ dpln τ̄ 1hq “ ´2D

p1q

Dp2q
dx ñ τ̄ 1h 9 exp

´

´
şx
0 dx1 2 Dp1qpx1q

Dp2qpx1q

¯

Inhomogeneous equation by variation of the constant: τ̄ 1pxq “ Apxq exp
´

´
şx
0 dx1 2 D

p1qpx1q

Dp2qpx1q

¯

ñ ´1 “ 1
2
Dp2q exp

´

´
şx
0 dx1 2 Dp1qpx1q

Dp2qpx1q

¯

d
dx
Apxq

ñ Apxq “ ´2
şx dx1 exp

´

şx1

0 dx2 2 Dp1qpx2q

Dp2qpx2q

¯

L

Dp2qpx1q `A0

All together, using boundary condition τ̄ 1pxq Ñ 0 at xÑ ´8

ñ τ̄ 1pxq “ ´2
şx
´8

dx1 Φpx1q

Dp2qpx1q
1

Φpxq
with Φpxq :“ exp

` şx
0 dx1 2 Dp1qpx1q

Dp2qpx1q

˘

Integration of τ̄ 1pxq with second boundary condition τ̄pxc q “ 0 gives τ̄pxq “
şx
xc

dx1 τ̄ 1px1q

ñ τ̄pxq “ 2

ż xc

x
dx1

ż x1

´8

dx2
1

Dp2qpx2q
exp

´

´ 2

ż x1

x2
dx̃

Dp1qpx̃q

Dp2qpx̃q

¯

9.3.3.2 Application to the Kramers problem

Recall: We were looking for the mean escape time
from a metastable minimum in a potential Upxq
; First passage time τ̄pxcq in a system obeying

the Fokker-Planck equation:
Reaction coordinate x

P
o
te

n
ti

a
l 

U
(x

)

∆U

?

A B C

B
Btppx, tq “ ´

B
Bx

`

´
U 1pxq
mγ

loomoon

Dp1qpxq

ppx, tq
˘

` 1
2
B2

Bx2

` 2kBT

mγ
loomoon

Dp2q

ppx, tq
˘

(Ideally, the result should not depend on xc as long as xc ą xB )

Apply result from 9.3.3.1: Exact solution!

τ̄pxq “
mγ

kBT

ż xc

x
dx1

ż x1

´8

dx2 exp
` 1

kBT

`

Upx1q ´ Upx2q
˘‰

Approximation: ∆U " kBT

; Main contribution stems from x1 « xB and x2 « xA
; Harmonic expansion (fl saddle point approximation)

Upx1q « UpxB q ´
1
2mω

2
B
px1 ´ xB q

2

Upx2q « UpxAq ´
1
2mω

2
A
px2 ´ xAq

2

ñ τ̄ « mγ
kBT

e
1

kBT
pUpx

B
q´Upx

A
qq

looooooooooooomooooooooooooon

e
∆U{kBT

ş8

´8
dx1 e

´ 1
2kBT

mω2
B
x12

looooooooooooooomooooooooooooooon

b

2πkBT {mω
2
B

ş8

´8
dx2 e

´ 1
2kBT

mω2
A
x22

loooooooooooooooomoooooooooooooooon

b

2πkBT {mω
2
A

ñ Mean escape time: τ̄ “
2πγ

ωAωB
exp

`∆U

kBT

˘
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Interpration and remarks

‚ expp∆U{kBT q: Energy barrier (Arrhenius behavior)

‚ ωA : Frequency of attempts to escape

‚ Result does not depend on the specific choice of xc as expected.
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Stochastic Thermodynamics and
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