Murrough:

  Comments arising directly from the new JEM1 update document:

p1, para5: Im curious to know why the VME bus to each FPGA

           needed to be increased. What was missing before,

           and are there still any limitations?
> There is no absolute need to do so. However, data paths were smaller than 16 bit. You will see from the JEM0 register map that there were previously no registers where all 16 bits were actually used. 
p1, para6: I think in the CPM, Richard decided it was safer

           to keep a CPLD so you couldnt load an incorrect

           control FPGA which then prevented you reloading

           it or other FPGAs.

> we intend to use an FPGA with associated serial prom, which in turn is configurable via JTAG only. This combination behaves exactly like a CPLD with internal JTAG-loadable configuration : both configure themselves at power-up with  the fixed configuration.
p1, para7: Curiosity: roughly what fraction of FPGA resources

           will be used by the present main FPGA firmware in

           the new Virtex II device? Presumably you will choose

           something with pin compatible upgrades for faster

           or larger FPGAs (eg in case of even more baroque

           fwd jet algorithms).

> not yet finally decided whether to start with XC2V2000 or 3000. upgrade possible to XC2V6000. Even the smallest chip we will probably not fill to much more than 50%. An exact answer would have to come from Attila, who has already targeted a V-II
p1, para9: Still on fwd jets, are two FPGA configurations enough?

           Alans talk at the Birmingham meeting suggested we may

           need three configurations if fwd jets are extended into

           the rest of the endcap.

> at current we hope the forward jet algorithm to be very similar to the normal one. Thus it should be possible to have a common configuration with different behaviour obtained by switching data paths according to the slot position. Obviously, for a forward algorithm differing wildly from the standard one this won’t be possible and a separate configuration is required. It might perhaps make sense to allow for a wider bank of flash memories which won’t be populated and which are reserved for future upgrades.
p2, para1: I assume with TTCrx and FPGA reorganisation that we

           can still send TTC broadcast commands to all the Input

           and to the Main FPGA? The full (long) JEM specification

           document talks about encoding the broadcast commands in

           some unspecified way. Is that still foreseen for JEM1?

we should try and find out what we want. How is TTC control handled on the CP serialiser chips ? Are the full TTC commands routed to all serialiser and CP chips? On JEM0 just a few TTC related signals like L1accept and some readout handshake are available. The broadcast commands are encoded to a few lines since only very few commands are currently defined for the JEM. It would certainly require quite some connectivity to route all TTC lines into each of the FPGAs. We would need to know so *NOW* if this were required. Currently the routing to the daughter modules is optimised for point-to-point connections (even the VME bus has been ring/p2p on JEM0 due to routing problems, and it will be p2p on JEM1 unless we decide now in favour of buses). Due to the daughter concept, on JEM1 we might be able to run a bus across the main board without increase of PCB layers. However, to bring more signals into the input processors, we would have to go for XC2V2000 rather than XC2V1500 (+96 pins, according to current Avnet price list ~150$ per chip difference in cost)
Obviously, the ROC will require access to the full TTC information.

There was another question on VME style/width and I would suggest we try a trade-off between VME width and TTC width to stay within the current pin budget. Nothing prevents us from transmitting slow control part-serial, apart from the fact that we’d have to re-write some VHDL code. Otherwise we would have to spend that money... Let’s discuss it in detail.

           Another curiosity question: do you use both TTC

           clocks? In the CPM I think ClkDes1 is used for the

           inputs (serialisers) while ClkDes2 is used for the

           CP algorithm chips - to allow easy fine control of

           delays/phases between the two stages.

> we intend to provide enough connectivity to run up to 4 clocks (including crystal clock for LVDS ref)into any of the processors, though this should be unnecessary since VirtexII allows for programmable clock shift, too.
p2, para3: Its nice that you propose the VME memory map will be

           compatible. But there are areas where I think that

           would be rather tricky for you: eg mapping of inputs

           channels status/delay bits into registers?

> not sure what we would actually prefer. There will be 12 phi bins on JEM1 though only 11 of them are connected to inputs. Might be attractive to map to the physically existent 11 bins rather than to blocks of 3 bins (= 1 FPGA)
           But from the software viewpoint this is very welcome.

           Will this really be maintained for ever in the future?

           Or would you prefer to remap according to the physical

           implementation of the board?

> let’s have another discussion on that later, when we start adapting the existent code to JEM1
p3, para3: Very good to see that daughtercards have identifiers.

           Not relevant for this review, but is that also true

           of the various PPM daughtercards?
> not known
p5, footnote: The acronym "ROS" is overloaded: in wider ATLAS

              context its the ReadOut (Sub)system connected to

              the RODs. Another acronym in the JEM context may

              be preferable.

> we’ll try and find another one
Other points:

- the latest full JEM spec (ie not the shorter document) mentions

  that the RoI data goes to the Glink on two bits. Formerly it was

  just one bit. Is that really done on the existing JEM0 or is it

  something that was already foreseen for JEM1 before the new short

  update document was written? Presumably the JEM RoI firmware in

  the ROD assumes two bits(?) and Im interested to know if it should

  work with JEM0?

> we decided in favour of a 2-bit path on JEM0 when asked so by our ROD experts, who prefer shorter data streams. There was no option of going even wider on JEM0. We should perhaps allow for wider paths on JEM1 so that we can make the streams even shorter, should the ROD request so.
- what is done with the unused parts of one LVDS deserialiser and

  one Input FPGA? Does the software (or firmware) ever need to know

  about the unused parts?

> we want to map that out in firmware. Each daughter knows in which socket it sits and this will automatically switch off the unused channels.
  For example are your two FPGA configurations for the input FPGA

  required one for the top three and one for the fourth FPGA?
> no
- possible typo in the full JEM spec, page 21, para2: I think the

  FCAL fan-in cable is "cable e", not "cable d" as you have in the

  text.

> yes
Richard:

JEM1 changes document

Architectural issues

Third Paragraph 

Internal VME. Why do you really need point-to-point  connections instead of  a 

traditional bus connection? (I'm glad the ring-bus has gone)

> We have had the point-to-point control connection on JEM0 for two reasons:

1) lack of pin resources on all chips

2)  high routing density with most of the lines going from main/control/ROC to inputs point-to-point anyway. This means that an additional bus running from chip to chip would require a full signal layer in addition. Since we do not transfer large data volumes on VME, in principle even a serial connection (as ASIC control on the PPr) from board_control/VME to the individual processor chips would do.  Please note that also on JEM1 we are relatively short of pin resources due to the use of Virtex-II. This family offers a lot of logic resources per $, however package pins are expensive. I would have even considered going to a fully serial control, hadn’t we got the firmware for parallel point-to-point available from JEM0.
Last Paragraph 

I'm not sure how you would use an additional CPLD to speed-up configuration 

changes. Why ISP the CPLD when you can ISP the FPGA configuration memory?

> The idea was to allow for a minimum level of VME access for configuration download via VME during debug phase of the control FPGA. However, I am not sure whether it’s worth it. There shouldn’t be that many iterations required on the control FPGA configuration. Then JTAG load of the flash ROM should be good enough.
Signal levels and signal integrity

First item on list: From ROC to GLink  3.3V (series resistors required on FPGA 

inputs). I'm confused, do you mean "series resistors required on FPGA outputs" ? 

> G-link control outputs (there are only a few) could go up to 5V. That’s not tolerable to VirtexII unless series resistors are used..
Do you intend to use the Vref connections of receivers within FPGA to improve 

the noise margins?
> No, we intend to use 1.5V CMOS DCI source terminated signals which use the Vcco/2 reference which is standard for all CMOS signal definitions. We have not observed any signal integrity problems on JEM0 2.5V I/O and we wouldn’t expect any problems for JEM1 either. Source terminated point-to-point signals should lead to clean edges and full voltage swing on the receiving end.
Ensure I/O with same Vcc are placed into appropriate banks within FPGA. 
> Yep, that’s a bit of a problem on VirtexII, since even inputs cannot be mixed into different level Vcco banks (unlike old Virtex). This has already made us waste some pins on the current design…
JEMS use of low-voltage swing signals is good, as it reduces switching generated 

noise. The CPM could switch 10A at 160MHz by using TTL levels.

Now some general comments:

PCB issues.

How many signal and ground layers do you expect to use ? 
> Not yet sure. JEM0 had 12 layers and we expect the JEM1 PCB to have no significantly higher layer count, due to the daughters we intend to use for the input processors. VCC/GND layers might actually be GND/VCC/GND sandwiches, so as to increase distributed capacitance.
(CPM has 6 power + 10 signal. Tracks had to be 3 thou wide raise the impedance 

back up to  56 ohms)  
> What impedance do we aim at ? I was assuming 60 Ohms throughout !
Will you allow for Mechanical stiffeners on PCB, to prevent bending during 

insertion. 
>we will certainly leave some space between input daughters and backplane connectors, along with a few mounting holes. It’s nice to have stiffeners close to the sensitive parts, backplane and daughter connectors. Though, we haven’t seen JEM0 bending apart from the bend enforced by misalignment of rails/backplane on the spare crate at Birmingham.
Are there any Front panel indicators?
> Well, there should be, and we would try and make the front panel design similar to the CP one. Would you please inform us on possible modifications of the CPM ?
FPGAs/CANuC

Avoid tying together FPGA 'DONE' pins , as an unconfigured device will prevent 

configuration, unless non-standard configuration settings are chosen within 

design software.

> we had point-to-point links to the CPLDs for that purpose and we will run done p2p on JEM1 as well.
The effects of a mis-configurated or faulty device should be considered in the 

circuit design. Inputs could become outputs, and if connected to a control bus , 

would delay diagnosis of fault. 

Could you have an easy way of preventing the automatic configuration of the 

major FPGAs to aid fault finding.

> Wile the control FPGA will automatically receive a static configuration from serial flash at power-up, all other FPGAs are configured through the control FPGA. Therefore I would guess you are talking about a mechanism implemented in the firmware of the control FPGA ?
Well, this would probably make sense. As far as buses are concerned, we have up to now tried to limit their use and use p2p instead.
JTAG testing

Placeing series resistors in JTAG chain will allow bypassing of possible  faulty 

devices.
> we would consider that. Maybe pre-wired solder jumpers are the most suitable approach. They can be cut when required and re-soldered afterwards. JTAG architecture hasn’t yet been finally decided on, due to daughter construct. Though, since we are using no CPLDs we are not entirely dependent on JTAG after initial board tests. Some segmentation of JTAG is guaranteed anyway due to the possibility to remove daughters.
Allow JTAG devices to control non-JTAG devices , such as incoming VME buffers, 

to improve test coverage.

> yes
Debugging, Testing and Verification

You don't mention using test-points and surface ground pads for probes for 

testing and debugging.
>you are right, we forgot to mention that. We will provide the possibility to mount ground pins. As far as probe connection to signals is concerned, we will place vias strategically. Even though we might cover them generally with the stop mask, there is easy access possible, if required.
On the CPM we routed unused/spare pins on BGAs to PCB pads, header pins and/or 

spare busses.

>we have had headers available on JEM0. However, we would probably reduce their use on JEM1 since the use of daughter modules should simplify debug considerably. Though the daughter connectors will not allow direct probe access to the pins, we intend to build an interposer feeding the signals to easily accessible locations. 
Should we specify the Input voltage supply range and expected operating 

temperature range. Eventually , we should test all the modules at the V & T 

limits.

> well, not sure what range to specify there. However, if the CP has already set ranges we would certainly stick to them We have no choice of components anyway… 
What is the Repair / Rework policy?

> there will be few components on the main board, widely spaced, in particular no expensive components near any  BGA. Not sure whether to stick to a wide exclusion zone around BGAs. We want to have capacitors close to chips and I wouldn’t mind killing off some tantalums so as to re-work an FPGA. Daughters can be re-worked individually anyway. Also, we would probably rather make generous quantities of those animals. Daughter connectors that are beyond their life cycle can also be exchanged with standard technologies. However, thanks to this comment we have started now to try and find companies / institutes able to actually do the rework for large PCBs. We do not intend to buy any fancy equipment for our own lab.
Steve

General Points:

1.   In several places the terms R-ROD and D-ROD are used.

We've never come up with a satifactory naming scheme here,

but the problem is that this is potentially confusing as

CPMs also have R-RODs and D-RODs in this scheme.  Could

we say JEM-D-RODs and JEM-R-RODs?

> well, as soon as we talk about firmware issues, we would probably have to call them JEM-.. even though it’s not JEM specific hardware. But since we are talking about JEM issues only in this document, we should perhaps bury that in a footnote.
2.   I'm not quite clear about the status of FPGA finalisation

for the various versions of the JEM.  Is the next (JEM1) version

intended to have the final FPGA type as the production modules,

or might there be another iteration?  Is another iteration 

acceptable?  probably if footprint compatible?

> we assume JEM1 to be final. Upgrades using same footprint will be possible. Though, probably only before production starts. Who would want to re-work 40 modules? Since we are very fond of daughter modules, I should perhaps say that they allow for upgrade of the input processors, should that be required. 
3.   In a few places the RoI algorithm is described in terms

of 'local maxima' - see for example Section 2.3.3 - and the

ordering of saturated clusters by lowest eta then phi etc.

Although I'm sure this is all consistent with the TDR 

description of local maxima, it always seems a bit hand-wavey

when described in this document.  It just makes me worry that

is has been handled in an convoluted (and possibly wrong) way 

in the FPGA algorithm.  This is probably an unjustified 

criticism, but it would make me more confident if it just 

stated that 'local maxima' are found as described in section 

4.2.2 of the TDR.

>  ( Sam
Points on short update document:

1.   Generally in favour of all the changes mentioned - it 

     answers many of the question I have on the original

     spec.

2.   Section: Other Changes, final paragraph

     VME memory map to be made compatible with current version.

     Not sure how much you should worry about this if it takes

     more effort.  We have to take the hit sometime on changing

     from old to new memory map, and it will never be pleasant,

     but maybe it's better to do sooner than later anyway?  So

     should we go directly to a more logical memory map for this

     board?

> depends on what’s more logical. See my answer to Murroughs comment.
3.   PCB Issues:  penultimate paragraph

     "TTCrx chip reliability" - I'm not sure we should make design

     choices on the assumption that the TTC system may be unreliable.

     The problem this takes it's inspiration from is, I believe,

     now fixed and if the TTC system really is unreliable, then we

     might as well give up building a trigger right now!

> You are probably right. Let’s not argument along that line. Even though, since the TTCrx is 1mm BGA I would probably rather have it on a daughter module
Specific Points on main JEM specification:

1.   Section 1.2.2: 1st paragraph, last sentence 

     correction(?) - "a 40 Mb/s stream" this is probably a 

leftover from when just one bit of the Glink stream was

used for RoI data - should now say "2(3?) 40 Mb/s streams",

or even "part of a 400 Mb/s stream".
> well, the data stream is still 40Mbit/s on each of the signal lines… But one could well rephrase that.
2.   Section 2.3.3: 1st paragraph, 5th line

     correction - "16 (4x8) 4x4" should read "32 (4x8) 4x4"

3.   Section 3.4: 4th paragraph, 3rd solid bullet

     "approximately 48" - what is the maximum possible - I

     suspect from later details that it's (essentially) 256, 

     which is clearly easily sufficient, but I just wanted

     to make sure.
> on the JEM the latency pipeline is done in distributed logic (SRL shift registers) and therefore comes in depths of 16. We have a few unused CLB resources available on JEM0, even more so on JEM1. So no real limitation. Since we have to cover all latency not taken up upstreams of the JEP, I would guess that 48 is already far beyond what could ever be needed. On JEM1 there should also be enough block memory available to convert to CP style DAQ interface, if there were a need.
4.   Same paragraph, 4th solid bullet

     "up to 16 bunch clock ticks" - again, is this definitely

     sufficient?

> this is the latency correction only, we do not expect the latency on the ATLAS to change, once all is timed-in. The depth of approximately 48 is meant to be optimised once ATLAS is timed in. Any later corrections are meant to be covered by the 16 tick correction register. However, one could as well opt for a wider correct register, if people feel so.
5.   Section 2.5.6, 7th bullet

     "supply ... with Clock40Des1" - later, in Section 3.5.6

     Deskew2 is mentioned too - which I think is a very positive

     thing.  However it appears that this (a later addition?)

     hasn't made it into this section.
> well, should perhaps be corrected once we merge the JEM1 document with the JEM0 specs..
6.   Figure 8

     I'm a little bit worried about the detail of interpretation

     of the order of signals in the AMP cable.  That is the

     box with "1ab, 1de, 2de, 2ab" in it.  What worries me is

     that the order given suggests that you are compensating for

     the infamous 'round the clock' ordering of signals in the

     PPM, which sounds fine initially, except that I think (from

     the PPM spec) that Paul also compensates for it in outputting

     the MCM JEM outputs onto the PPM connectors.  If I'm right

     in these interpretations, then a double compensation would 

     cancel out each other, meaning the ordering of channels is

     wrong in the JEM (this could probably be easily fixed up in

     the input FPGAs of course, but we ought to be clear about

     exactly which signal goes where).  
> we will certainly have to look into that again before JEM1 design goes into its final stage. And it should probably rather be several people to check. That’s a tricky issue.
     While we're on the subject of JEM LVDS cables, could you 

     remind me about something which I ought to know anyway.  On

     cable inputs 21-24 (inputs V at low eta) where only half

     of the AMP cable is used for LVDS, how are the non-LVDS

     backplane signals isolated from the PPM crate?  Presumably

     we don't have special cables with wires 'missing', so either

     the pins on the CP/JEP crate backplane are cut, or they don't

     exist on the PPM output.
> My favourite solution is having backplane connectors with short pins in those positions, even if that means we have to cut them with a pliers. We certainly do not want the cables to load the FIO lines.
7.   Section 3.2: paragraph 2, line 3.

     "cable length tolerances ... +/- 5cm" - I wonder if this is

     a valid assumption?  The point of this is to get all signal

     arrival times within the same 7ns window so that input timing

     will work.  I wonder if it's really a good idea to assume

     ANYTHING about input signal timing, but rather build a system

     which can cope with any (reasonable) timing skew in the input

     data (certainly which can appear at any time in the 25ns BC

     timing window).
> Well, have you discussed that with your CP colleagues, too? Inspired by the (original) CP specs (has that been changed afterwards?) we have opted for a single tick of additional latency correction only. This has to cover not only skew on the PreProcessor and the cables, but obviously the skew in our own processors (CP/JEP), too. This includes the skew introduced by the input synchronisation mechanism itself: The threshold for selecting the optimum phase is not infinitely sharp and the phase selection mechanism could well happen to move the already late data into yet a later tick, while keeping the already early data on another channel in the current tick (Please note that the synch mechanism is not aware of the inter-channel skew, it selects the phase relative to the global clock only and re-aligns to full bunch ticks afterwards). Therefore, when restricting ourselves to just 1 tick of latency correction here, we restrict the total skew in PPr plus cables, plus JEP/CP to 25 ns. If so, we would certainly have to make assumptions on which fraction of the total allowable skew to be spent on a given source of skew. I cannot see why a priori the skew on CP/JEP could be any lower than skew on the PPr. The synch mechanism is a source of skew not existent on the PPr, so realistically we should account for 2*processor skew + cable skew + synch mechanism. I am quite sure that cable skew is the smallest contribution.

If we want to be able to tolerate a full bunch tick of skew on our input connectors, however, we will have to add another tick of latency correction.

There’s nothing to prevent us from having a wider range of skew control, but this requires wider delay registers and we’d have to go through the firmware again… I would actually try and correct this *now* if our student is still available. So expect the VME register map to change !
8.   Section 3.3.1: 2nd line

     "VME-programmed common threshold" - would it be difficult

     to have a different VME programmed threshold per channel

     (clearly more logic, but how much more?).  I'm not sure

     if this additional capability would be used, but it 

     certainly adds flexibility.

> It might be possible if we play some tricks on loading the associated registers. Not sure what amount of resources it would take to route the VME bus to 88 local registers (have you already found out that I hate parallel buses for slow control purposes? They absorb plenty of resources without providing any benefit).
9.   Section 3.3.2: 6th line

     "In a future hardware revision" - ok so this is not the final

     spec, but just to note that this phrase should be removed

     and replaced by the actual solution when a final spec is written!

> yep
10.  Section 3.3.3: 3rd paragraph, 2nd line

     "their sums are virtually certain to overflow" - I'm probably

     being stupid, but I don't see why this is true.

> Sam 
11.  Section 3.3.4: 1st paragraph, 2nd line

     "PPMs 8 and 9" - Paul at some stage changed (but not

     entirely consistently) his notation from PPMs 8 and 9

     to PPMs 8 and 8a.  I'm not sure which of these we should

     settle on, but it's confusing to have both styles in 

     different documents.

> well, need to consult the PPr specs again before writing JEm1 specs..
12.  Section 3.3.4: 1st paragraph, 7th line

     "the division by two of FCAL signals is carried out in the

     input processor.  In the main processor, FCAL signals are

     copied..." - would it not be simpler if the input processors

     did both the division and duplication - I suppose it depends

     to some extent on the FPGA load factors right now, but 

     somehow it seemed more logical to me to do it all at once.  

     It might also depend I suppose on the details of the answers

     to my next questions....

> no, the channel to which we need to copy the data might not be located in the same input FPGA. FCAL routing is complicated due to the restriction to 4-pair cables. I am not sure whether one might eventually prefer patch units in the back of the JEP and get rid of the in-FPGA switching. Only due to the fact that we do not yet know about signal integrity on LVDS links running across an additional patch unit we decided to re-route the signals on the FPGAs.
13.  Figure 10

     Although I haven't identified any definite problems with

     the far eta region, I do think we need to have a discussion

     about various aspects of the problem.  

     a)  Does the special cabling from PPM to JEMs in the far

         eta region work, and is it specified correctly?
> yes, needs to be checked. But let’s rather do it in a different context since we would probably have to talk to Paul H., too. 
     b)  How do the input FPGA/processor FPGA do the necessary

         re-ordering of signals.
> fixed configuration, multiplexers driven by geo address and FPGA number
     c)  Does the re-ordering method cope with the three

         different eta regions (eta2.4)

         since the two ends are different from each other.
> the current configuration is probably wrong anyway since the cable layout was changed after initial coding. Needs to be re-done. Can’t see any limitations there. JEM0 is rather slow and too complicated a re-route might inflict another tick of latency. Shouldn’t be an issue on the faster JEM1.
     d)  How (if at all) is the above re-ordering affected by 

         the new granularity of 4 input FPGAs rather than 11.
> same method will continue to work. Needs to be re-done anyway. See above.
14.  Figures 12 and 13

     Just some comments on consistency of these with the 

     documents on the CP/JEP ROD found on the Level-1 Modules

     web pages.  The JEM format there has one or two differences.

     Firstly, a rather trivial omission(?) from the JEM document

     is that both the DAQ and RoI formats are meant to have a

     3 bit crate number stored in the same word as the BCID.  Is

     this a true reflection of the JEM functionality, or should we

     take it out of the ROD documents?  In fact I know that the CPM

     formats do NOT have the crate number, the ROD itself has to

     know that from it's own location and database etc, so I'm not

     actually convinced we need the crate number to be in the Glink 

     data anyway.
> no problem to provide it if needed. Let’s discuss the need..
     Secondly, and more importantly, I'm glad to see that the RoI

     format now has the 49th parity word.  This is a good thing,

     and I would like to keep it that way, but somewhere along the

     line it seems to have been missed off the ROD JEM format 

     document.  Can we confirm that it is Norman's document that

     is wrong, and therefore update it.  (Currently I know the

     simulation is based on Norman's document - since I did it -

     and I suspect James' firmware is also based on that, so will

     be wrong too).

> Well, I understood that for some reasons it wasn’t possible in the ROD firmware to check for the parity and therefore this bit is ignored until further notice…
15.  Section 5

     A comment about programming model in general.  Since memory

     maps are nowadays rather flexible things, should we actually

     have a separate document which has the memory map, and gets

     updated regularly, rather than including the memory map here,

     and in principle having to update the spec every time the

     firmware is changed to have a new register?

> I am certainly in favour of that. The register map in the official document is wrong already now and will even have to be modified again if we widen the delay registers.
16.  Section 5.2:  address 06 - THRESHOLD_REG

     I've got a bit lost here - what is this register for?
 > a common low threshold for all downstreams processors. Please note that there is no separate threshold possible on the input of the jet algorithm. It would cost 1 tick of latency there since it’s half-serial data and both halves would have to be processed before being able to zero the data in the following tick. Not sure we need that common threshold at all. But it doesn’t harm and it defaults to zero anyway. 
17.  Section 5.3.1:  addresses 50-6E - Multipliers

     Stated as 12 bit, but I thought only 6 bits were used

     for multipliers. 
> the incoming data are processed 6 bits in each table. The coefficients are 12 bit wide : you break a 12bit*12bit multiplication into two 6 bit * 12 bit multiplications with subsequent summation.

 Also I don't understand footnote 14

     about the need to perform multiple read/write accesses

     when there appears to be a full map of 16 registers.

> each register gives access to a 64-deep LUT (or rather two of them in parallel) !
18.  Section 5.6.4, 5.6.6 and 5.6.7

     These latency type registers are all 4 bit registers,

     giving values from 0-32.  I just wondered if they should 

     be made one or two bits bigger for safety - probably not

     needing for real running in the pit, but nice to have the

     flexibility maybe for some test setups.

> well, why not. We should do so in the next iteration of the firmware.

--------------------------------------------------------------------------

Norman

Comments on the JEM-1 Update spec:

1. VME CPLD/FPGA. In the event that this FPGA doesn't load

properly, there is no VME access to a board-level reset, so

the crate has to be powered down. Recommend that a few

essential controls be in an always-available CPLD. No

objection to putting most of the VME in FPGA.

> I wouldn’t assume an FPGA configuring from serial ROM to be any less reliable than a CPLD. However, that can be discussed.
2. TTC Chip unreliability. If Uli is referring to the

clock loss reported by Stockholm, P Farthouat says this

is due to unconnected JTAG pins on TTCRx. When these are

correctly terminated, all works fine. Thus no need to

go to daughter board unless there is a different problem

that I don't know about.
> see answer to the same comment made above
