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1 Production and tests

1.1 Deliveries and schedule

Several iterations of the JEM design have been verified to operate correctly in an ATLAS-like environment along with near-final modules driving the JEM, or being driven by it. The iterations had addressed minimal issues only; the modifications to the schematics were minor. The most significant step was a partial re-layout with addition of signal layers in a successful attempt to reduce noise. The module design is considered final now and a batch of four pre-production modules is to be built. Since the JEM is a modular design with a total of 4 different daughter module types, the final daughter modules will have to be built in sufficient quantities as well. Provided the pre-production modules can be built successfully and operate according to the specifications, the full production of further 41 modules will be initiated. Again, the number of daughter modules to be built will be sufficient to populate all JEMs.  Therefore the total number will be 45 for JEMs, read-out modules and control modules, and 180 for input modules.
On ATLAS a total of 32 JEMs and 128 input modules will be required. The large number of spares reflects the experience with rework, which seems to be a difficult task. Since the JEM main board will carry two large FPGAs only, it is expected that the module will be replaced rather than reworked, should one of the two fail. Also, for input modules, which carry a single large FPGA only, there seems no need for rework.
The schedule for pre-production and production in 2005/6 is the following:

December 14
PRR

December 23
design files to manufacturer 
February 24
pre-production batch of 4 available for tests

March 14
start of volume production

April 18

modules received from manufacturer
April 29

shipment to CERN

This schedule comprises 2 weeks of pre-production tests early March, 2006, including a week of system tests (“full-crate test”) in the UK. There is less than 2 weeks available for getting 32 JEMs up and testing them in Mainz in late April. The work required includes mounting front panels, strengthening bars, and daughter modules. Due to the large number of spares it seems extremely unlikely that yield problems could affect the schedule for the 32 modules required for installation.
1.2 Production history
All JEM versions have been designed (schematic capture and PCB layout) at the University of Mainz. Main boards and input modules have been successfully manufactured and assembled on production lines suitable for volume production. PCB test protocols, including impedance test results were made available by the manufacturer. X-ray and visual inspection were integral part of the module assembly. A few LVDS link related assembly problems were found on the input daughter modules, which could not be identified by JTAG boundary scan tests. 
SAMTEC high-density connectors are apparently difficult to mount. On one of the JEM1.0 modules this led to problems on the TTCDec daughter connector, resulting in a broken CLKDES2 supply. The manufacturer is aware of this issue now and in recent productions no failures were seen.

On JEM1.1 a few tracks on the PCB were of wrong width. This was due to a software problem that occurred in the process of adjusting the Mainz-designed track widths, so as to achieve a proper line impedance (impedance control is part of the PCB production process, impedance is only approximately defined by the layout).

On JEM1.2 rework of one FPGA was necessary due to the fact that the manufacturer had mounted the wrong device. The rework has not been entirely successful; one ball on the jet FPGA was not properly connected. The manufacturer has taken appropriate measures to rule out assembly errors in production. Before start of volume production, JEM 1.2 will go back to the manufacturer in an attempt to identify the cause of unsuccessful rework.

1.3 Manufacture and acceptance tests

Based on prototype production experience, JEM volume production will be done under full responsibility of the manufacturer. They will be in charge of component procurement, PCB production and assembly. They will guarantee a number of working modules. A maximum of one rework per device is allowed, if this cannot be met, a new module will have to be produced. The manufacturer will conduct PCB impedance tests, X-ray and visual inspection. 
The following tests plan covers both the pre-production modules and volume production. Upon arrival in the lab the modules (JEMs and input processors) will be JTAG boundary scanned. A standalone tester for input modules is available. A new iteration of this module will allow for additional basic LVDS input tests. JEM main boards will be scanned once they are populated with fully tested input modules. The other daughter modules will not be mounted during the scan. They will be replaced by test adapters. A loopback mini backplane is required to scan FIO and merger lines. 
Boundary scan and basic LVDS tests are part of the initial acceptance test. Failing modules will go back to the manufacturer for rework. Rework, however, is not considered time critical, since plenty of spares will be available. Due to the low cost and limited testability, control and readout modules will not be JTAGed nor stand-alone tested. The generous quantity of modules built will allow for an occasional failure.
In a next step the JEMs will be assembled with strengthening bars and front panels, the daughter modules will be bolted down. This step will have to be parallelised for volume production. After mechanical assembly, the modules will be subjected to a system test in a crate environment with large numbers of LVDS input channels exercised by dedicated LVDS testers. At current 2 LSMs are available in the lab, allowing for concurrent LVDS tests of two JEMs. The JEP crate will be fully populated with modules for these tests, as soon as a sufficient number of JEMs has passed the initial tests. All JEMs not connected to a LSM will be operated in playback mode and will act as a noise source. At the same time a dedicated test firmware loaded to all of the modules will check for bit errors on FIO links. In this way a full crate of JEMs can be FIO-tested in one go, while for reason of LVDS test modules will have to be swapped 8 times to confirm reliable operation of the input stages.

The opto-link signals of the readout modules will be subjected to BER tests with help of a DSS, equipped with a G-link daughter module. Signal quality of merger lines will be verified with an oscilloscope on selected lines. Due to the use of DCI impedance control the only failure mode that could possibly be anticipated is malfunction of the DCI scheme as such, due to an improper connection of reference resistors. Such an issue should show up at all outputs of one I/O bank at the same time and therefore monitoring a single line should be enough.
It is assumed that the design has been verified sufficiently with high statistics tests, such that low-level BER tests are not required as a part of volume production tests. However, a “full crate test”, actually comprising just four pre-production modules to be built, plus all available JEM1.x modules, will precede volume production and will allow for high statistics. This test cannot be conducted in Mainz. A test bench at either RAL or Birmingham will be required to that end. This test will be a full system test allowing for all LVDS inputs being driven, merger signals being read with CMMs and DAQ and ROI signals being read out through a ROD. A full system test of the production modules will not be possible before shipment to CERN end of April, 2006.
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