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1 Test results

A lot of 4 modules of JEM 1.0 have been built. Due to minor design issues (missing track, non-final CAN circuitry, SystemACE configuration issue) a further iteration, JEM1.1, had to be built. Noise level and noise immunity on FIO and merger lines were found to be unsatisfying, though no errors resulting from noise were ever seen. This led to the production of JEM1.2, exhibiting widely spaced buses and improved noise immunity on the jet processor input lines. Apart from the noise level all modules are fully equivalent with respect to the real-time data path, and were operated using the same daughter modules. Therefore it is not surprising that all iterations could successfully be run together and yielded the same test results. The results shown here refer to all JEM1.x iterations (a total of 6 modules) as well as all readout modules from version 1.0 (HDMP1032 based), a passive control module (v0.9) available on JEM1.1/1.2 only and to the input module version 1.0, which is the only version built so far.
The module tests have mainly covered the real-time data paths and the readout. The setup and test results are described below. No specific tests were ever conducted for the VME subsystem. Functionality was verified through normal use of module control and status readout. So as to stress the modules, some tests of the real-time data path were run with elevated VME traffic.

Environmental monitoring on the JEMs is done through SMB bus, with the data processed on a microcontroller and forwarded to the TCM module via CAN. The JEM1.0 SMB/CAN sub-system was successfully tested in the lab. It was also used to read out temperatures and supply voltages during the CERN beam tests. Voltages were found to be stable; FPGA temperatures were measured to stay below 50°C at any time. 
On JEM1.1-1.3, the CAN subsystem is very similar to the original scheme, except that a different type of SMB devices is used. The CAN controller chip has been moved onto the control module. First tests have shown that due to the 3.3V SMB signalling level the SMB readout works error-free only, if voltage translation is used. In the current lab setup level shifting is accomplished with two silicon diodes. However, bidirectional level translators (MAX3373E or similar) will be used on the production version of the control module. 
The system timing, relying on the TTCDec module and external source-terminated buffers, has been stable, the fallback to a crystal clock works. There were no indications of any loss of DLL lock inside the FPGAs during the tests. 
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Figure 1 : Latency of energy sum (left) and jet data path

The real-time data path is latency critical. The latest latency figure is 182.2ns for the sum algorithm and 256.6ns for the jet algorithm, measured in the lab (RAL, November 2005) from the LVDS cable socket of the JEM to the merger output backplane pin. The TDR figures were 8 ticks (200ns) for the energy sums and 10 ticks (250 ns) for the jets. It is believed that the latency can be reduced further, should it be required.
Data transmission on external interfaces has been shown to run error free at high statistics in over-night runs using dedicated test benches. LVDS inputs were tested with LSMs or DSSes acting as signal sources. Binary counter pattern detection and parity error checks were used to detect errors down to very low rates. In a single night run at RAL, using an LSM and a JEM1.2, a total of 1.5·1015 bits were transmitted parity error free. No transmission errors
 have ever been found on a JEM1.x (using input module 1.0 / SCAN921260) operating with DSSes, LSMs or the current iteration of the PPM LCD card. Only on previous incarnations of the LCD errors were detected.
Optical G-link output signals were standalone-tested with help of an opto translator and a firmware-based tester (binary counter pattern, 1012 bits checked per hour). No errors were detected within 12 hours runs. Unfortunately the tester stopped working and started to show very high error rates in ROI readout. It could be shown with help of a DSS and a G-link input card that the G-link data generation was actually error-free and the problem was due to instability of the tester. For the time being only low rate tests are possible with the DSS based setup. 3·108 bits were processed in an overnight run and showed no errors.
FIO signals were verified with help of a firmware-based pattern detection algorithm (binary counter pattern) loaded into the jet processor. 4.7·1013 bits can be checked in an hour, if a single JEM with a single neighbour is read out. In 1014 bits no errors have been detected.

Figure 2 shows the results of delay scans in which the clock phase was stepped through in units of 104ps. Data transmission errors on the 80Mb/s FIO links and on the de-serialised LVDS signals were recorded. The error free data window is determined to be 6.5ns and 23ns, respectively.
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Figure 2: FIO transmission (left) and input errors recorded in a delay scan (104ps steps)
The system noise was measured in the lab with help of an oscilloscope. Noise on the FIO lines and the merger lines was maximised by exercising the system with concurrent transitions of all lines low to all lines high and vice versa. On a non-driven, properly source-terminated victim line the noise (cross-talk and FPGA switching noise) was determined.  On JEM1.1 cross-talk and noise had been found at a level that might compromise operation of the JEM under unfavourable conditions. With some improvement on the layout (track spacing, signal ground connections) the current version JEM1.2 exhibits good noise figures and noise immunity. On the merger lines (2.5V signalling) the noise is dominated by cross-talk. For both high and low level victim lines a maximum of about 300 mV spikes (see Figure 3, signal probed on the backplane connector) are measured. This is an improvement of more than a factor of two with respect to JEM1.1. The merger signals are sensed on the CMM with FPGAs at CMOS thresholds (35%/65% of signalling voltage).

[image: image5]
Figure 3 :  noise on merger line
Maximum noise on the FIO lines (Figure 4, signal measured at the jet FPGA) is of the same order. Due to the lower signalling voltage (1.5V) noise is more critical on the FIO lines. However, HSTL thresholding is used on the jet FPGA. This allows for a sensitivity of +/- 100mV around the externally supplied reference voltage. Figure 4 shows a typical FIO signal as measured on the backplane.
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Figure 4 : noise on FIO line (left) and screen shot of FIO signal

1.1 System tests

While lab tests in Mainz have always addressed individual interfaces, system tests have been conducted at CERN and RAL only. The setup at CERN allowed for operation of a JEM in the test beam environment. It was the first and only measurement of a JEM in a signal chain starting with particles in the calorimeters, before start-up of the LHC. The JEM was driven by non-final PPM pre-compensation daughter modules. However, on a few channels error free transmission of data into the JEM was accomplished. Energies registered on the JEM inputs corresponded to measurements made on the CPM. The CERN beam test setup and results are documented elsewhere (http://doc.cern.ch//archive/electronic/cern/others/atlnot/CONF/daq/daq-conf-2005-006.pdf).
From the early days of full scale demonstrator modules (JEM0.x) through the whole development cycle of the JEM, system tests were conducted at RAL. In the L1Calo test bench up to four JEMs have been run along with 2 CMMs, LVDS signal sources and RODs/ROS. There have been runs with two CMMs interconnected, one acting as a crate merger, and one as a system merger. On one occasion CPMs were added to the JEM crates, acting as a noise source and bus load. PPMs, DSSes and LSMs have acted as sources, read-out was routed via 6U and 9U ROD modules. The test bench has evolved and not all combinations of modules under test are described here. The tests were concluded successfully in November, 2005 with a test setup consisting of one LSM, three JEMs, two CMMs, and full read-out of DAQ data and ROIs into a 9U ROD.
System tests at RAL were focussed at a comparison of measured data with results predicted by software simulation. This allows for far more complex test vectors than simple pattern detection in firmware. Also, interfaces and the algorithms implemented in FPGAs are tested at the same time. Errors occurring in transmission of LVDS input signals or merger signals show up in the data sampled on the inputs of the modules. FIO data are not sampled upon a trigger. FIO transmission errors are detected by the corruption they cause to jet hit count or ROI data only. 

Read-out and comparison in software take some time and generally the analysed events were only a tiny fraction of the events cycled through the real-time data paths. However, parity error counters were read out as well and in this way all parity protected data paths could be verified down to far lower bit error rates.
The test bench was set up such that data from a PPM (22 channels connected) or from an LSM (88 channels, i.e. one JEM fully populated with LVDS input cables) was routed into a JEM 1.2 via TYCO/AMP parallel-pair cables of 15 m length. Since on the bottommost cable connector on the JEM (V-bin) LVDS and FIO signals are mixed, a full 88-channel JEM test could be run only once the offending FIO pins of the V-bin connector were clipped in one of the JEM slots
.
JEM1.0s not connected to a LVDS data source were operated in playback mode. Both noise generating patterns and noise sensitive patterns were cycled. A maximum of FIO noise is assumed to be generated from constant data of value 0x1F (after jet element formation), since due to the 80 Mb/s multiplexing this pattern generates all-1 alternating with all-0. All channels are switching in phase and therefore not only cross talk but also so called SSO noise within the FPGA package is generated. So as to worsen the noise situation, during some runs additional VME backplane traffic was generated by reading out memories.
Real-time data were sent to the merger modules, located to the left and the right of the JEMs. The operation of CMMs along with JEMs was generally not aimed at verification of the CMM code, but rather at verification of JEM algorithms and interfaces. Test runs with a batch of pre-production JEMs and a jet merger are due in spring 2006.
All modules in the test rig were read out into D-RODs and R-RODs concurrently. 5 slices of DAQ data were read. Due to a software issue there were difficulties running the readout of all readout links over a long period of time. For overnight runs generally 16 million events could be analysed, before the monitoring task broke. However, parity error counters on the JEM inputs and the merger inputs could be read after typically 12 hours, which corresponds to 1.7·1012 bunch ticks. This translates to 1.5·1015 LVDS input data bits or 2.5·1014 merger bits, when 3 JEMs are operated concurrently. 
In the concluding pre-PRR overnight run (12 hours) 141 million events could be analysed. This corresponds to 3·1012 bits sent down readout links, 6.2·1011 bits of LVDS input data, 5·1011 FIO bits, and 1011 merger bits. No merger transmission or FIO errors were seen. Data comparison showed occasional errors on one input module. The parity error counters were read and it was discovered that on a single channel errors were seen. Back in the home lab it was confirmed that a single channel of one input module was broken. Apart from this single defective channel no other channel has shown any error in that overnight test.
The PPM to JEM1.2 run analysed 65 million events for 22 input channels. This corresponds to 7 ·1010 bits. No errors were detected. After 12.5 hours (4·1014 input bits) no parity errors were recorded in the input processors counters. 
Change log:

2005-12-09 first draft based on FDRed JEM specifications, sect.4






























































































































� This relates to known good channels only. A few input modules are known to have defective channels. They were not covered by the acceptance tests since JTAG boundary scan is not possible for the LVDS inputs. Therefore the modules were not reworked but rather operated with defective channels. Also JEM1.1 has a few differential input pairs shorted due to a PCB production error.


� Since only a single JEM1.2 exists, no JEM1.2-JEM1.2 tests could be made. This measurement will have to wait until the four next JEMs, considered pre-production, are available. It will be possible to verify FIO data transmission concurrently on all JEMs since the software will need to read out the error counters only.


� In earlier tests transmission errors on some low φ FIO lines were observed and it took a while to attribute the errors to the load inflicted by the cables.








Jet / Energy Processor Module: Project Specification
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