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Status and Plans of  JEM module tests in 2002

-Mainz / Stockholm -

In the following, the status and the plans for testing the Jet/Energy sum modules for the ATLAS Level-1 calorimeter trigger  are given. This plan addresses the two forthcoming  major test phases,  the pre-slice test at Rutherford Lab, and the slice test at Heidelberg. Before the actual test plans are discussed, the current status of the hardware, firmware and software is given.    

1. The present status

1.1 JEM module hardware 

As already presented several times at trigger meetings, two modules have been built and are available at Mainz. They are referred to as JEM0.0 and JEM0.1 in the following. As also reported, JEM0.0 had to be modified to correct for some minor layout errors. To allow for tests of the full main processor algorithm at RAL another module, JEM0.2, has been submitted for assembly. It is identical to JEM0.1, except for the main processor which has been upgraded to a VIRTEX 1600E. Whereas JEM0.1 is fully operational, JEM0.2 is expected to be available and operational early December. 

On JEM0.0 the TTC circuitry (tilecal daughter) has been mounted and successfully operated by Stockholm. 

1.2  Firmware 

During the last months the firmware has been essentially completed. Available are: 

· VME control path; 

· Real time data path (RTDP) for energy sums; 

· Playback and spy.

· DAQ . 

The jet real time data path and the ROI interface are currently being debugged.

1.3 Software 
Presently existing are stand-alone C-programmes and scripts (FPGA configuration software, software to load the DSS buffer memories, and software to load and read playback and spy). This software is installed on a Linux -VME PC (VMELinux driver) and is also running on a CERN VME driver-based system. All relevant software packages (ATLAS online software (DAQ-1), HDMC, CERN-VME driver) are installed on a second Linux-VME PC.

Some software modules (FPGA-configuration) have been written in the framework of HDMC. Our highest priority will be the integration of all existing software into the module services framework. 

1.4 Status of the tests

A test bench  has been set up at Mainz. It consists of a JEM operated on a bench, cabled to VME (6U crate, Concurrent Technologies CPU, display unit). Serial input signals are supplied by a DSS with an LVDS daughter board via a link replicator module (96ch). Internal data paths and merger lines are spied on via VME. A fast digital scope  (diff/single probes) is available. No TTC is available in this set-up, a 40 MHz clock is sent from the DSS to the JEM. The clock phase can be adjusted manually for test purposes. Mainz is in charge of the test bench and of hardware, firmware, and software required to operate it. Real time data paths (RTDP) have been  tested on JEM0.0 and JEM0.1. One of the modules (JEM0.0) has been equipped with a TTC daughter board. 

2. Further Standalone tests 

The following remaining items have to be tested before moving into the sub-slice test at RAL: 

· jet RTDP including FIO links and their input synchronisation (Stockholm);

· final tests of the TTCrx sub-system (Mainz);

· ROI circuitry (Stockholm).

On the firmware side  the deployment of the jet code into the common main processor remains to be done. The input synchronisation of the input processors needs to be finalised. 
The main missing piece of software is the module service part for the JEM. We hope to benefit  here from the existing module services for the CPM. The database classes have to be specified and implemented. 

3. Development of a new JEM board 

Mainz continues to work on the design of the new JEM board, along the lines as discussed at the last meeting. The design work has been delayed due to the extremely high via density required on the new deserializer devices. Concerning this point, we are in close contact with the PCB manufacturer. Status and further steps will be discussed at the Birmingham meeting. 

4. Standalone tests and Sub-slice tests at RAL

Our plan is to install both  JEM0.1 and JEM0.2 in a powered crate with a PB at RAL. TTC signals will be sourced by the RAL CP test bench. Serial input will be provided by the DSS module / link replicator. As common modules become available in sufficient quantities, they will be added to the JEP. Initial standalone tests at RAL will make sure that the modules are working as shown on the test bench. Subsequently, the full board functionality will be tested. 

5. Time schedule 
      From beginning of November: Finalise design of input synchronisation scheme and implement and test on JEM0.1. Test FIO backplane communication with FIO data latched into the main processor using secondary de-skewed TTC clock. 

      Continue work on module services and database on the software side.  

     December (?): move to RAL. Repeat standalone tests in a crate environment. Integrate into RAL TTC set-up.

6. Human Resources

Mainz: Andrea Dahlhoff (100%) , Thomas Trefzger (30%), Jürgen Thomas (100%), Cano Ay (100%), Bruno Bauss  (80%), Uli Schäfer (100%)                         

Stockholm: Attila Hidvegi (100%) , Sam Silverstein ( 50 %)

RAL tests involve approximately 4 people (on average) (people available for RAL tests are: Uli, Andrea, Cano, Jürgen and Thomas from Mainz, and Attila and Sam from Stockholm)  from November to mid December and then again from mid January until completion of sub-slice test and relocation to Heidelberg.

